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Abstract

Thesis deals with selected macroeconomic issues of the Czech economy. There
are three researched areas, namely demand for money, exchange rate pass-
through, and business investment behavior. All the questions are answered
on the basis of results of the econometric models estimation, when both fre-
quentist and Bayesian models are used. We strive not only for explanations
on the aggregate macroeconomic level, but we want to give a microeconomic
view into the researched areas. Consequently, granular data are often em-
ployed. Data samples variably cover the last two decades of the Czech eco-
nomic development. Regarding the results of money demand investigation,
we realize that the speculative demand plays a crucial role for the evolution
of overall money demand. Transactions demand for money seems to be sat-
urated and it does not significantly depend on the level of economic activity.
Limited importance have the precautionary savings, which exhibit positive
link to the business cycle. With respect to exchange rate pass-through, the
thesis observes reaction of the trade balance to a change in exchange rate.
In particular, it is the question if depreciated Czech koruna induces a trade
balance dynamics resembling the J-curve. The answer is yes for the aggre-
gate economy and also for some industries. Weakening of the exchange rate
can be an effective policy tool in order to support the economy. We at the
same time propose better practices for a future research into the J-curve phe-
nomenon. Factors influencing the Czech business investment are researched
in the last part of the thesis. The survey including 30 thousand non-financial
corporations serves as a base for the research. Also in this case, the research
is conducted both for the whole non-financial sector and for selected indus-
tries. The main driver of Czech business investment is foreign demand. It
is followed by the working of real exchange rate and real interest rate. In
some specific periods of economic development, there could also be present
important effect of government investment and EU funds. Government in-
vestment crowds out business investment on the aggregate level, but it was
also observed crowding in for some industries. Interaction of monetary and
fiscal policy probably stands behind the crowding out.



Abstrakt

Disertacni prace se zabyva vybranymi oblastmi fungovani ¢eské ekonomiky:.
Zkoumana je pritom poptavka po penézich, vliv ménového kurzu na stav
vykonové bilance a chovani soukromych investic. Veskeré zavéry této prace
jsou zalozeny na odhadech ekonometrickych modeli, a to jak modelu frekven-
tistické, tak i Bayesovké povahy. Cilem je vysvétlit zkoumané ekonomické
jevy jak na urovni celé agregatni ekonomiky, tak i poskytnout desagrego-
vany vhled do dané problematiky. V dusedku toho jsou vyuzita data s
velkym mnozstvim pozorovani, zndma také jako big data. Zkoumané obdobi
odpovidé zhruba poslednim dvéma dekddam ekonomického vivoje v Ceské
republice. Na velikost poptavky po penézich ma zasadni vliv spekulacni
poptavka. Transakéni poptavka vykazuje znamky saturace a jeji velikost
nezavisi na vysi duchodu. Omezeny vliv ma také poptavka z opatrnostniho
motivu, kterd pozitivné koreluje s vyvojem hospodarského cyklu. V ramci
vlivu ménového kurzu na stav vykonové bilance je zkouman predevsim vliv
kurzového znehodnoceni. Otéazkou je, zda reakce vykonové bilance na kur-
zové znehodnoceni odpovida tzv. J kiivce. Vysledky diserta¢ni prace tento
typ prizpusobeni potvrzuji. Ménovy kurz je tak stéle efektivnim nastrojem
meénové politiky. V disertac¢ni praci jsou rovnéz identifikovany problemat-
ické oblasti dosud provadéného vyzkumu J kfivky a zaroven jsou navrzena
moznda vylepseni. Chovani soukromych investic je dano do souvislosti s
vyvojem mnoziny makroekonomickych proménnych. Zakladem pro vyzkum
soukromych investic jsou data ze statistického Setfeni mezi tiiceti tisici nefi-
nanc¢nich podniki. Vysledky jsou prezentovany jak pro cely nefinanéni sek-
tor, tak také pro jednotliva odvétvi. Z vysledku vyplyva, ze nejvyznamnéjsi
proménnou ovliviujici vyvoj soukromych investic je zahraniéni poptavka.
Ve vyznamu ji pak nasleduje redlny ménovy kurz a redlna urokova sazba.
V urcitych obdobich ekonomického vyvoje muze mit také vyznamny vliv ve-
likost vladnich investic a objem ¢erpanych fondu EU. Vladni investice pritom
na makroekonomické tirovni vytésnuji investice soukromé, existuji vsak také
odveétvi s pozitivnim vlivem vlddnich investic. Nejpravdépodobnéjsi vysvétleni
vytésnovaciho efektu vladnich investic je interakce ménové a fiskalni politiky.



Contents

List of Tables

1

List of Figures
Introduction
1.1 Motivation . . . . . .. . ...
1.2 Structure of the thesis . . . . . ... ... ... ... ... ..
1.3  Goal and particular research questions . . . .. ... .. ...
Literature review
2.1 Demand for money and savings . . . ... ... ... .....
2.2 J-curve phenomenon . . . . . ... ...
2.3 Unconventional monetary policy . . . . . . .. ... ... ...
2.4 Czech exchange-rate commitment . . . . . . .. .. ... ...
2.5 DBusiness investment . . . . . .. ... Lo
Methodology
3.1 General perspective . . . . . . ... oL
3.2 Vector autoregression . . . . . . . . . ...
3.3 Impulseresponses . . . . . ... ... ... ..
3.4 Variance decomposition . . . . . . . . ... ...
3.5 Cointegration and VECM . . . . .. ... ... .. ... ...
3.6 Overview of cointegration techniques . . . . . . ... ... ..
3.7 ARDL and bounds testing . . . . .. ... ... .. ... ...
3.8 Bayesian VAR . . . . . . . ..o
Results

4.1 Money demand behavior . . . . . .. ... ...
4.1.1 Description of the data . . . . . . ... ... ... ...
4.1.2 Stochastic properties of observed time series . . . . . .
4.1.3 Estimated money demand function and its implications

4.2 Macroeconomic consequences of exchange-rate devaluation
4.2.1 Trade balance model and the data . . . . . . ... ...
4.2.2 Estimation of the trade balance model . . . . . . . ..
4.2.3 Hysteresis and impulse-response analysis . . . . . . ..

vil

xi

xiii

19
24
28

34
34
35
36
37
39
40
41
44

o4
64



Ph.D. Thesis: Essays on Empirical Economics Martin Girtler

4.3 Microeconomic consequences of exchange-rate devaluation
4.3.1 Dataandmodel . . . . . ... ... L.
4.3.2 The threat of Lucas critique . . . . . . ... ...
4.3.3 Country- and industry-specific elasticities . . . . .

4.4 Determinants of business investment . . . . .. ... ..
4.4.1 Sample of the firms . . . . . . ... .. ... ...
4.4.2 Prior distribution of the model parameters . . . .
4.4.3 Stylized facts about the Czech investment . . . .
4.4.4 Macroeconomic covariates of business investment

5 Conclusions
References
Appendices
Estimated VECM for money demand

Granger causality of money demand

A
B
C Impulse responses for money-demand growth
D Derivation of IRF for exchange rate

E Derivation of CIRF for exchange rate

F

Impulse responses for trade balance model
- model with the best SBC criterion

G Impulse responses for trade balance model
- model with the best AIC criterion

H CEC models for bilateral trade

I CEC models for industry trade

J Three most important trade classes

K Country response to domestic income shock
L Country response to foreign income shock

M Country response to interest rate differential shock

viii

87

121

129

141

142

144

146

151

155

160

161

162

166

170

172

173

174



Ph.D. Thesis: Essays on Empirical Economics

Martin Gilirtler

N
O
P
Q
R

S
T
U

A\

Industry response to domestic income shock
Industry response to foreign income shock
Industry response to interest rate differential shock
Johansen cointegration test for business investment
Residuals of aggregate investment model
Investment responses to one std. dev. shocks
Distribution of shocks to investment

Investment variance decomposition

Posterior distribution of time-to-build coefficients

W Definition of industries by the NACE classification

X

Distribution of employment over the firms

1X

175

178

181

184

185

186

188

189

192

193

195



List of Tables

2.1 J-curve around the world: North and Latin America . . . . . . 12
2.2 J-curve around the world: East Asia . . . . .. .. ... ... 13
2.3 J-curve around the world: South and South-East Asia . . . . . 14
2.4 J-curve around the world: Middle East . . . . ... ... ... 15
2.5 J-curve around the world: Europe . . . . . . .. ... ... .. 16
2.6 J-curve around the world: OECD countries and Africa 17
4.1 Integration order of observed time series . . . . .. ... ... 48
4.2 VAR representation of observed time series . . . . . . . . . .. 53
4.3 Determinants of real money balances M2 . . . . . . .. .. .. 55
4.4 Results of the Johansen test for cointegration . . . .. .. .. 56
4.5 Data sources for the trade balance model . . . . . . . . .. .. 66
4.6 Data generating process for the set of observed variables 72
4.7 Baseline unrestricted error-correction model . . . . . . .. .. 73
4.8 Some restricted conditional error-correction models . . . . . . 75
4.8 Some restricted conditional error-correction models - continu-
ation . . . ... 76
4.9 Long-run multipliers . . . . .. ... ... ... ... ... 7
4.10 Standard error-correction models . . . . .. ... 80
4.11 Sample autocorrelation function of the trade balance . . . . . 81
4.12 Dynamic properties of estimated standard EC models . . . . . 86
4.13 Long-run multipliers for trade with a particular foreign partner 92
4.14 Moments of long-run multipliers for a particular industry -
change in REER . . . . . ... ... .. 0. 96
4.15 Moments of long-run multipliers for a particular industry -
changein YD . . . . ... oo 100
4.16 Moments of long-run multipliers for a particular industry -
changein YF . . . . ... 101
4.17 Investment and number of employees by average firm . . . . . 106
4.18 Macroeconomic covariates . . . . . . ... ... ... 107
A.1 Estimate of the VEC system - part 1 . . . .. ... ... ... 142
A.2 Estimate of the VEC system - part 2 . . . ... .. ... ... 143
B.1 Granger causality testing - part 1 . . . .. .. ... ... ... 144



Ph.D. Thesis: Essays on Empirical Economics Martin Girtler

B.2 Granger causality testing - part 2 . . . .. ... ... .. 145
H.1 CEC models for bilateral trade - part 1 . . . . . . . . ... .. 162
H.2 CEC models for bilateral trade - part 2 . . . . . . ... .. .. 163
H.3 CEC models for bilateral trade - part 3 . . . . . .. ... ... 164
H.4 CEC models for bilateral trade - part 4 . . . . . .. ... ... 165
[.L1 CEC models for industry trade - part 1 . . . . . .. ... ... 166
[.2  CEC models for industry trade - part 2 . . . . . .. ... ... 167
[.3 CEC models for industry trade -part 3 . . . . . .. ... ... 168
[.4  CEC models for industry trade - part 4 . . . . . .. ... ... 169
Q.1 Johansen cointegration test for business investment . . . . . . 184

W.1 Definition of industries by the NACE classification - part 1 . . 193
W.2 Definition of industries by the NACE classification - part 2 . . 194

X.1 Distribution of employment in a particular industry . . . . . . 195
X.2 Distribution of firms with a particular number of employees
over the industries . . . . . ... ... L oL 196

x1



List of Figures

2.1

4.1
4.1
4.2
4.3
4.4
4.4
4.5
4.6
4.7
4.8
4.9
4.10
4.11
4.12
4.13
4.14
4.14
4.14
4.15
4.16
4.17
4.18
4.18
4.19
4.20
4.21

5.1
5.2

C.1
C.2
C.3

Financial conditions in the Czech economy . . . . . . .. . .. 25
Observed time series - first group . . . . . . . . ... ... .. 50
Observed time series - second group . . . . . . . .. ... ... 51
Impulse responses of the demand for real money balances M1 . 60
Unemployment rate as a business cycle indicator . . . . . . . . 61
Impulse responses of other variables - real-economy variables . 62
Impulse responses of other variables - monetary variables . . . 63
Contributions to the Czech economic growth . . . . . . .. .. 65
Development of net export . . . . . . ... ... ... ... 65
Selected macroeconomic indicators . . . . . .. .. .. .. .. 68
Impulse responses for the real effective exchange rate . . . . . 85
CUSUM tests for parameter stability . . . . . ... ... ... 90
Probabilities arising from the Chow tests . . . . . . . ... .. 90
Country response to the foreign-exchange shock . . . . .. .. 93
Czech foreign trade structure . . . . . . ... ... ... ... 94
Country value trade structure . . . . . .. .. ... ... ... 95
Industry response to the foreign-exchange shock - part 1 . . . 102
Industry response to the foreign-exchange shock - part 2 . . . 103
Industry response to the foreign-exchange shock - part 3 . . . 104
Alternative measures of business investment . . . . . . . . .. 107
Stylized facts of Czech investment . . . . . . . .. ... .. .. 112

Impulse responses of business investment to different shocks . 114
Responses in selected industries - real economy disturbances . 116

Responses in selected industries - fiscal disturbances . . . . . . 117
Response of interest rate to increase in government investment 118
Impulse responses to one standard deviation shock . . . . . . . 119
Variance decomposition on the aggregate level . . . . . . . .. 119
Behavior of savings in the Czech Republic . . . ... ... .. 122
Czech exchange-rate commitment . . . . . . . . ... ... .. 125
Impulse responses for the growth rates - M/P . . . . . . . .. 146
Impulse responses for the growth rates-Y . . ... ... ... 147
Impulse responses for the growth rates-u . . . . . . ... .. 148

xii



Ph.D. Thesis: Essays on Empirical Economics

Martin Gilirtler

C4
C.5

F.1
G.1

J.1
J.2

K.1
L.1
M.1

N.1
N.2
N.3

0.1
0.2
0.3

P.1
P.2
P.3

R.1

S.1
S.2

T.1

U.1
U.2
U.3

V.1

Impulse responses for the growth rates -i. . . .. .. ... ..
Impulse responses for the growth rates - REER . . . . . . ..

IRF's for trade balance model with the best SBC . . . . . . ..
IRF's for trade balance model with the best AIC . . . . . . . .

Three most important trade classes - part 1 . . . . . . . . ..
Three most important trade classes - part 2 . . . . . . . . ..

Country response to domestic income shock . . . . ... ...
Country response to foreign income shock . . . . ... .. ..
Country response to interest rate differential shock . . . . . .

Industry response to domestic income shock - part 1. . . . . .
Industry response to domestic income shock - part 2. . . . . .
Industry response to domestic income shock - part 3. . . . . .

Industry response to foreign income shock - part 1. . . . . . .
Industry response to foreign income shock - part 2. . . . . . .
Industry response to foreign income shock - part 3. . . . . . .

Industry response to interest rate differential shock - part 1 . .
Industry response to interest rate differential shock - part 2 . .
Industry response to interest rate differential shock - part 3 . .

Residuals of aggregate investment model . . . . . . . .. ...

Investment responses to one std. dev. shocks - part 1 . . . . .
Investment responses to one std. dev. shocks - part 2 . . . . .

Distribution of shocks to investment . . . . . . . . . .. .. ..

Investment variance decomposition - part 1. . . . . . . .. ..
Investment variance decomposition - part 2. . . . . . . . . ..
Investment variance decomposition - part 3. . . . . . . . . ..

Posterior distribution of time-to-build coefficients . . . . . . .

xiil



1 Introduction

1.1 Motivation

Thesis emerged as a result of our effort to provide advanced data-based anal-
ysis of the issues permeating the Czech economy. We chose the areas which
have deserved less or even no attention in the last two decades and therefore,
the results should be a novel information about the behavior of the Czech
economy. The last two decades were also the basis for the econometric model
estimation. In every aspect we strove for practical implications of the results
and so we hope that they could be beneficial for the Czech economic policy.
Although there were researched mainly macroeconomic questions, we fre-
quently solved them on microeconomic basis. We believe that this approach
can bring about a deeper insight into the researched areas and is also in
accordance with the definition of modern macroeconomy built on the inter-
action of optimizing agents. As a result, we often used the dense data sets.
From a methodological point of view, time series econometrics served as a
common workspace for all presented analyzes. Both frequentist and Bayesian
models were used.

1.2 Structure of the thesis

There are three topics analyzed in the thesis. First topic is the demand for
money, or for real money balances in the Czech Republic. As it is mentioned
in the section 2.1, only two studies in this area were available to this day for
the Czech Republic. Moreover, both are outdated and built on unreliable
data sets. We therefore propose up-to-date analysis based on a reliable data
set. Although the money demand became less important due to an enlarge-
ment of inflation targeting in advanced economies, it still remains an integral
part of monetary transmission. It holds for both conventional and unconven-
tional monetary policy; see the section 2.1 and the section 2.3 respectively. It
is consequently a good reason to estimate the parameters of money demand
function and establish the operability of monetary policy. The second reason
to not resign on research into the money demand is the fact that the money
also acts as an asset. It should thus be beneficial to determine its role in
the investment portfolio of Czech households and firms. In order to explain
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the demand for real money balances, time series of real aggregate produc-
tion, interest rate, unemployment rate and real effective exchange rate were
employed. Justification for the inclusion of these variables to the research is
based on a theoretical model stated in the section 2.1. Linkages among the
time series are then elaborated through the vector error correction model and
analyzed further by the generalized impulse responses and Granger causality
tests. See the chapter 3 for a complex review of the methodology used in
the thesis. Results of the money-demand investigation are included in the
section 4.1.

The second topic concerns the exchange rate pass-through. In other words
it takes into account the influence of exchange rate depreciation (and implic-
itly also of its appreciation) upon the Czech trade balance. Studies of such
type are also known as the J-curve investigation or as a verification of the
Marshall-Lerner condition. Despite a large amount of empirical research
studies on a diverse set of economies over the world, the Czech Republic has
been neglected so far; see the section 2.2. It holds for both macroeconomic
and microeconomic studies. Yet, knowledge about the exchange rate pass-
through is important for the Czech economy. Czech Republic still remains
outside the Eurozone and exchange rate can still be used as a monetary
policy tool. Actually, it was really used by the Czech National Bank as an
unconventional measure in the situation when the zero lower bound on nom-
inal interest rates began to be binding; see the section 2.3 and 2.4. Because
of the openness of the Czech economy, fluctuations of the exchange rate of
the Czech koruna can work strongly upon the performance of Czech exports.
There is therefore a permanent need to consider the usefulness of exchange
rate as a stabilization policy tool, or to consider the extent to which the ex-
change rate fluctuations can be a source of external shocks for the economy.
It could also add some information for the decision about the entrance of
the Czech Republic to the Eurozone. Beside the influence of exchange rate
on the trade balance, there are also regarded the consequences of domestic
and foreign economic growth for the structure of Czech foreign trade. Rele-
vancy of intertemtemporal substitution in international trade is evaluated as
well. Currently prevailing methodology for the J-curve investigation is the
conditional error-correction modeling and the bounds testing for cointegra-
tion, what we generally follow; see the section 3.7. But, because we found
some practices of past research as inadequate, we propose a better way, at
least from our view, how to identify the J-curve phenomenon from data. It
also includes a new definition of the impulse response analysis; see the sec-
tion 4.2.3. Results of the investigation on aggregate or macroeconomic level
could be found in the section 4.2. As indicated in the motivation, we did not
satisfy with the results on aggregate level. Therefore, the trade with thirteen
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foreign-trade partners and the trade of fifty-eight industries were entertain
and the results are stated in the section 4.3. Consequently, we are able to say
who benefits from a weakening of the Czech koruna and who loses from it.
Finally, we also consider if the zero-lower-bound economy described in the
section 2.3 and 2.4 induces a structural change in the sense of Lucas critique;
see the section 4.3.

Last researched topic covers the field of business investment behavior.
Actually, we are searching for the link of business investment to its possi-
ble macroeconomic covariates. No similar study can be found for the Czech
Republic. The discussion about business investment in the Czech Republic
was thus rather ideological until this moment, when it lacked any data ev-
idence. We took this research shortage seriously. As a result, we offer the
investigation based on the survey among 30 thousand Czech non-financial
corporations. Regarding macroeconomic covariates, we assessed the role of
foreign demand, interest rate, economic sentiment, real effective exchange
rate, government investment and the EU funds. Reasoning behind the deci-
sion to include a particular variable is mentioned in the section 2.5. Based
on the results, which you will find in the section 4.4, we are able to classify
the covariates according to their empirical importance. It could be helpful
for the construction of models serving for economic analysis and forecasting.
Measuring the effect of interest rate and real exchange rate on business in-
vestment, we can evaluate a power of monetary policy to support or dampen
the firm sector of the economy. We can also say if the government invest-
ment crowds out business investment, as economic theory instructs. Finally,
the conclusion could be made about the extent the private firms use the EU
funds to finance their own investment projects. All are crucial questions
which have remained unanswered so far. In order to accomplish the analysis,
Bayesian VAR models are used; see the section 3.8.

1.3 Goal and particular research questions

The goal of the thesis is to present the results of investigation into the selected
areas of the Czech economy. Namely, the demand for money, the exchange
rate pass-through to the trade balance, and the business investment behav-
ior are the topics under the study. While the topics have macroeconomic
substance, we mostly strive for their solution on the microeconomic level —
specifically on the level of individual industries. There is therefore a strong
appeal to the heterogeneity in the economy and to the distributional aspects
(wealth effects) of economic policy. Consequently, the results should be much
more descriptive than is usual for macroeconomic studies and should contain
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more information for policy-decision makers.

The overall goal can be split into the 12 specific questions that the thesis
alms to answer:

10.

11.

12.

. What factors determine the demand for money? What is the relative

importance of transactions and speculative demand for money?

Does the behavior of money demand depend on its particular definition
through the monetary aggregate?

Does the precautionary savings go in line or against the business cycle?

Does the trade balance adjustment to exchange-rate depreciation corre-
spond to the J-curve? Does the adjustment vary with the expectations
of private agents?

. Who benefits from exchange-rate depreciation and who loses?
. Is the exchange rate still effective tool of monetary policy?

. What are the consequences of domestic and foreign economic growth

for the structure of Czech foreign trade?

. Is there a space for the working of intertemporal substitution in the

current setting of international trade and international monetary sys-
tem?

. What stands behind the decision about new business investment? How

the Czech industries differ in their reaction to different economic shocks?
Could the government investment crowd out private investment?

Does the monetary policy have a power over the business investment
via the interest rate and the exchange rate?

Does the uncertainty play increasing role in the decision about a new
investment?



2 Literature review

2.1 Demand for money and savings

Demand for money, or for the real money balances, is integral part of mone-
tary theory. Yet its role in current setting of monetary policy diminished due
to a broad acceptance of money endogeneity and to the enlargement of infla-
tion targeting regime. Upon the money endogeneity, money supply adjusts to
the demand and therefore contradicts the neoclassical theory based on Say’s
law. Nowadays, the commercial banks are crucial in the creation of a new
money as they provide a credit. Modern money balances are credit based.
As a consequence, the central banks have a little power over the money stock
in the economies of today. Therefore, the central banks decided to leave the
monetary targeting and began to target the agents’ expectations — and in-
directly also to target the demand for credit and so the demand for money.
Through the continuous modification of market expectations, central bank
strives to achieve the inflation target (main goal of central banks in most of
advance economies) and to promote an intended rate of economic growth. It
depends on its credibility, how it will be successful.

The above resulted to the situation, when the money demand studies
have been replaced by econometric estimations of the central-bank reaction
function or by the search for its optimal parameters. See Gali (2008) and
Woodford (2003) for the exposition of New Keynesian theory providing a
framework for the state-of-the-art monetary policy. Nevertheless, importance
of the money demand was not totally eliminated by a switch to the inflation
targeting regime — it remains a part of monetary transmission (for both
conventional and unconventional monetary policy'). For instance, operability
of the open market operations places some constraints on the parameters of
money demand function.

In the case of the Czech Republic, no empirical work regarding the de-
mand for money has emerged since 2000. From preceding articles the two can
be mentioned, namely Arlt et al. (2001) and Hanousek and Tuma (1995).
Paradoxically, the period of these investigations is the most problematic.
Arlt et al. (2001) use the data from 1994 to 2000, Hanousek and Ttuma
(1995) from 1991 to 1994. It can be expected that the parameter instability

1See the section 2.3.
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is very real, because the Czech economy witnessed many structural changes
in this period.? The structural changes were induced by the transformation
process from a central-planned to market-oriented economy. The first half of
1990s is the most contentious (including currency separation in 1993, among
others), when the effect of getting acquainted with an environment of market
economy was strong. Notice that both Arlt et al. (2001) and Hanousek and
Tuama (1995) were aware of this threat.

Deriving theoretical assumptions for the research, we depart from the
quantity theory of money represented by the quantity equation

MxV=PxY (2.1)

where M stands for the money supply, V' is the income velocity of money, P is
the aggregate price index and Y represents the real production or income.
The Y also forms a proxy for the number of transactions in the economy.?
Equation (2.1) acts as a cornerstone of neoclassical macroeconomics, when
it introduces the money into the exchange of goods and services; money acts
as a medium of exchange and the unit of account (numéraire).* Upon the
assumptions of neoclassical theory — consisting of the perfectly competitive
and complete markets — money are neutral and an increase in the money stock
amounts to one-for-one increase in the aggregate price level. The previous
holds to the extent that the economy attains the market-clearing general
equilibrium and the money velocity is constant. Situation where nominal
and real variables are determined separately is also known as the classical
dichotomy. To bring the equation (2.1) close to the purpose of the research,
it can be formulated as the demand for real money balances.®

M

— =kxY 2.2
- (2.2
where k is the Cambridge coefficient®, inverse to the income velocity. Con-

sequently, Py .
X

—— 2.3
i ’ (2.3)

Quantity theorists considered both k£ and V the constant quantities in
the short term and their size gave to the link of institutional factors, such as

V:

2In this respect see also the section 2.2 of the thesis.

3Actually, it is proportional to the number of all transactions as it contains only the
transactions with final-good production.

4Regardless the money are exogenous or endogenous, the equation 2.1 remains impor-
tant macroeconomic identity.

5We assume the equilibrium on money market, so M = Mg = Mp.

6This formulation of the quantity theory of money goes in the tradition of economists
from the University of Cambridge.
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payment methods. Cambridge coefficient directly expresses the willingness of
economic agents to hold a specific amount of real money balances in relation
to their level of income. As other factors affecting the demand for money
were not explicitly taken into account by the quantity theorists of money,
their inquiries contributed mainly to the transactions demand for money.
Interest rate as an opportunity cost of holding liquidity was regard only
implicitly, mostly within the coefficient k.7 Keynes (1936) was the first, who
incorporated the interest rate (henceforward denoted as ) into the demand
for money. Keynes function of the demand for real money balances takes the
form

o= ) (2.4)
where o/ o/

Keynes theory stands on the motives for holding money, or motives for
liquidity preference. These motives are transaction motive, precautionary
motive, and speculative motive. Transaction and precautionary motives are
related to the transactions demand for money and they are proportional to
the level of income. The higher is the income level of an agent, the more
money balances are demanded to satisfy the transaction and precautionary
needs. On the other hand, speculative demand considers uncertainty about
the future development of interest rates, or asset prices. Increase (observed
or expected) in the interest rate and a consecutive decrease in asset prices
foster the demand for interest-taking assets at the expense of the demand
for liquidity — there is a payoff for the risk taking. How strong the negative
effect of interest-rate increase will be depends on the distribution of risk
aversion over the agents in the economy. In this way, Keynes laid down the
foundations of portfolio balance approach to money. Within that, money are
regarded as a one type of asset, not just a mean of transactions. Portfolio
balance approach was developed further by Tobin (1958). As the name of
Tobin’s article ”Liquidity Preference as Behavior Towards Risk” suggests,
money from the speculative motive are demanded by a risk-averse agent to
reduce portfolio riskiness.

In Keynesian theory the interest rate plays a key role, because it pro-
vides a link between the monetary and real economy. Beside the neoclassical
economists, Keynesians assume a high elasticity of money demand to the
interest rate. Moreover, if prices and wages are sticky, money supply is not

It does not apply for an early version of the quantity theory of money from Irving
Fisher, which was only the transaction identity.



Ph.D. Thesis: Essays on Empirical Economics Martin Girtler

neutral and it can promote changes in the money velocity and real produc-
tion.

Let assume that the Keynesian function is separable across the liquidity
preference motives

M .
5 = L1(Y) + Ly(d) (2.5)

where L represents transactions demand (both from the transaction and
precautionary motive) and Ly represents speculative demand. According to

the Baumol (1952) and Tobin (1956), equation (2.5) can be extended in a

following way
M

& = L1(Y,) + La(3) (2.6)
with oL oL oL
1 1 2
R

because both Baumol (1952) and Tobin (1956) highlight the importance of
opportunity (shoe-leather) costs of holding money. If the interest rates are
high, it is optimal to hold smaller amount of liquidity, and greater amount of
interest-bearing assets, per a unit of time and to undergo a large number of
transactions per a given period of time. We will go a little bit further in our
analysis and amend the equation (2.6) by the unemployment rate (denoted
as u) and the real effective exchange rate (denoted as q),

M
with

oL, oL, oL, oL, oL,

g 9a g Loy 2oy 22

v "~ e S aw U o S o T

Including unemployment rate as a determinant of the transactions de-
mand for real money balances, we want to accent other side of precautionary
savings. Along with the level of income, these precautionary savings po-
tentially also depend on the business cycle. The higher the unemployment
rate is, the higher is the uncertainty about prospective employment and the
level of profits. Therefore, it could be expected that a rise in the rate of
unemployment would cause a greater demand for liquidity. In other words,
demand for precautionary savings is likely countercyclical; according to this
intuitive reasoning. Regarding the real effective exchange rate, its position in
the model is to provide a space for the effect of international diversification.
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When the real effective exchange rate appreciates (increase in ¢®), domestic
currency becomes more attractive relative to the effective foreign currency
and its share in a portfolio of assets should increase. Notice that the foreign
currency is not a perfect substitute to the domestic currency within specu-
lative demand due to the foreign-exchange risk — it is likely that there will
be a final conversion to the domestic currency.

2.2 J-curve phenomenon

The Marshall-Lerner condition and J-curve phenomenon are issues frequently
discussed among academicians and policy decision makers, and are just as
often the subject of empirical testing. The Marshall-Lerner condition fol-
lows from the work of Marshall (1923), Lerner (1944), Robinson (1937) and
Machlup (1939) and tells that if foreign trade elasticities are sufficiently large,
then exchange rate depreciation or devaluation contributes to trade balance
improvement. More concretely, a sum of the absolute values of export de-
mand elasticity and import demand elasticity, both with respect to prices,
must exceed one. It therefore implies an econometric approach, known as the
elasticity approach, based on an estimation of the foreign demand function
for domestic exports and the domestic demand function for foreign imports
and subsequent computation of elasticities.

This was the first empirical effort to establish a relationship between
trade balance and exchange rate; today we can say it is the classic one.
For a detailed demonstration see Goldstein and Khan (1985), Orcutt (1950),
Stern, Francis and Schumacher (1976), Sawyer and Sprinkle (1997), Fuller-
ton, Sawyer and Sprinkle (1999), Bahmani-Oskooee, Harvey and Hegerty
(2013), Sawyer and Sprinkle (1996), Houthakker and Magee (1969), Khan
(1974), Rose (1991) and Warner and Kreinin (1983), among others. Many of
these works estimate not only price elasticities but also income elasticities.
The importance of income elasticities was emphasized by Johnson (1958),
who showed that if trade is initially balanced in a two-country model, prices
are constant and income growth is the same in both countries, then the trade
balance between them can still change over time if their respective income
elasticities of demand for the other’s exports differ, as Houthakker and Magee
(1969) summarized.

One of the basic principles of international economics and finance, based
on the above and many other empirical research studies, states that in many

81n this thesis the effective exchange rate is computed as a number of units of effective
foreign currency per the unit of domestic currency. On the other hand, bilateral exchange
rates are expressed as units of domestic currency per a unit of foreign currency.
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cases the Marshall-Lerner condition is fulfilled only in the long run, which
leads into the possibility that exchange rate depreciation (devaluation) has
a short-run negative effect to trade balance. Such a dynamic view of the
Marshall-Lerner condition is known as the J-curve phenomenon or effect;
the name derives from the post-devaluation pattern of behavior of the trade
balance.

The J-curve effect was first observed by Magee (1973), when studying
the 1971 devaluation of the U.S. dollar. As a justification, he spoke of lags
which follow from fixed-volume or fixed-time contracts in international trade,
i.e. not readily adjustable to new conditions. Therefore, after depreciation
(devaluation), the price effect initially dominates the volume effect (if hedging
is not applied), and thus the trade balance, expressed in money balances,
deteriorates in the first instance. In the limit situation, when theoretically
all firms in the country hedged themselves against the foreign-exchange risk
and forward contracts perfectly fit in the time structure to trade contracts,
the short-run deterioration of trade balance does not realize and just positive
effect remains. Additionally, at least some exported goods must be priced in
different currency than goods imported.”

Junz and Rhomberg (1973) elaborate foreign trade lags in great detail,
with a final distinction among lags arising from the recognition of a changed
competitive situation (this delay is prolonged by language and distance ob-
stacles to the spread of information), decision to change real variables (time
to new bargaining), replacement of inventories and materials, production (the
producer has to become convinced that the profit opportunity is permanent,
or at least long-lasting), and delivery time.

The Marshall-Lerner condition is theoretically derived from the trade
balance model, which shows that the M-L condition is a special case of the
Bikerdike-Robinson-Metzler condition for infinite supply elasticities'® and
initially balanced trade (the case when exports equal imports); for a more
informative exposition see Stern (1973). On the other hand, the J-curve
phenomenon has an empirical origin. The B-R-M condition has theoreti-
cal importance, but for the identification problem (too many elasticities to
determine), the M-L condition is instead used, despite simplifications, in
the empirical area. The position of the M-L condition as a necessary and
sufficient condition for trade balance improvement is also weakened in the
situation where exports exceed imports (only necessary) or, on the contrary,

9Upon the symmetric currency pricing in international trade, the J-curve is even justifi-
able by the different rate of price stickiness in export and import prices. For the discussion
of pricing in the international trade and its relationship to the J-curve phenomenon refer
to Ahtiala (1983).

10Ty the current setting of the global economy this is readily fulfilled.

10
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where imports exceed exports (only sufficient).

The time-through development of the trade balance after an exchange
rate change depends on many different factors; perhaps the most important
are the size and structure of the economy (mainly the difference between
small open economies and large closed economies), the exchange rate regime
(some studies compare the Bretton Woods era with the subsequent floating
era, e.g. already mentioned Warner and Kreinin (1983)), participation in
any type of integration unit (for example, the EU or eurozone in the case
of European states) and, until the 80s or 90s, the degree of capital mobility
could have also played some role. Of course barriers to trade, whether of
a tariff or non-tariff nature, are also important, although not too relevant
nowadays after the rounds of GATT/WTO negotiations.

The fact that it is very difficult to state which factors are important indi-
cates the diverse and in some instances confusing results of previous research.
These results depend not only on that for which economy the investigation is
done, but also on the method applied or data used. On the data side, three
possibilities are offered: aggregate, bilateral or sectoral (industry) data. Ap-
plied methods are now clearly dominated by cointegration, or error-correction
based models, which overcome the disadvantages of the classical linear regres-
sion model in the sense that they are able to distinguish between the short
and long run, and are therefore better for investigating the J-curve phe-
nomenon. Before the cointegration revolution, an aggregation data method
had been used in this respect.

Among the papers engaged in the investigation of the J-curve phenomenon,
we can quote Bahmani-Oskooee and Goswami (2003), who used quarterly
bilateral data for Japan and its nine trading partners to demonstrate the
problem of aggregation, i.e. when aggregate data are used, there is no evi-
dence of the J-curve, whereas when bilateral data are employed, evidence for
some trading partners is found. The authors stated that this problem can be
due to the fact that exchange rate depreciation (devaluation) has a positive
effect on the trade balance with some trading partners, but may be offset by
a negative impact on trade with other trading partners, as there exist the
variations in nature of the trade over countries.!'’ Albeit the disaggregation
is getting more popular currently, if one needs to accomplish the analysis on
aggregate trade flows (likely for the economic policy purposes) the aggrega-
tion is a necessary step. Analysis on bilateral country level data or industry
level data might then serve as a tool to provide a solution of puzzles arising
from aggregate analysis.

HWith respect to that, the choice of proper proxies for effective exchange rate and
foreign income seems most challenging in the aggregate studies.

11
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Table 2.1: J-curve around the world: North and Latin America

NORTH AMERICA

Bahmani-Oskooee and Fariditavana (2016)

RESEARCH GRASP: Trade of the U.S. with its six most important trading
partners (the same as in Rose and Yellen (1989)); quarterly data arising from
the period 1971-2013 was engaged.

METHODOLOGY: Both linear and nonlinear ARDL approach to cointegration.
REsuLTs: Rather mixed for linear ARDL (J-curve concluded for just three
countries), but more supportive for nonlinear ARDL (due to the existence of
nonlinearities).

Bahmani-Oskooee, Goswami and Talukdar (2008)

RESEARCH GRASP: The trade of Canada vis-a-vis her 20 major trading part-
ners; the research includes data with quarterly frequency enclosing the period
of 1973-2001.

METHODOLOGY: Bounds testing for cointegration and error-correction mod-
eling.

REsuLTs: Support for the J-curve in 11 out of 20 cases.

LATIN AMERICA

Bahmani-Oskooee, Halicioglu and Hegerty (2016)

RESEARCH GRASP: Bilateral trade of Mexico with 13 trading partners; esti-
mated period: 1980-2014; the quarterly data was used.

METHODOLOGY: Linear and non-linear ARDL, and bounds testing.
RESULTS: Supporting the J-curve phenomenon for 10 out of 13 partners and
find out positive effect of peso devaluation (with possible asymmetries).

Costamagna (2014)

RESEARCH GRASP: Trade of Argentina and Brazil vis-a-vis the rest of the
world during the years 1990-2010 (with quarterly frequency).
METHODOLOGY: Vector error correction modeling and generalized impulse
response analysis.

REsuLTs: Pattern of estimated IR functions does not go in line with the
J-curve hypothesis, but alongside the estimated long-run parameters the de-
valuation can lead into a competitive gain. Results also highlight the influence
of different exchange-rate regimes and the dependence on studied subperiod.

12
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Table 2.2: J-curve around the world: East Asia

EAST ASTA

Bahmani-Oskooee and Zhang (2014)

RESEARCH GRASP: Commodity trade of Korea with the rest of the world
(including 148 industries); the authors explored annual data over the period
1971-2011.

METHODOLOGY: Bounds testing approach to cointegration and error-
correction modeling.

RESULTS: Some type of the J-curve was recorded in 58 industries. However,
the long run favorable effect of devaluation or depreciation was evidenced only
in 26 mostly small industries (against the aggregate studies which found an
evidence of the ML condition).

Wang, Lin and Yang (2012)

RESEARCH GRASP: China and her 18 major trading partners, since August
2005 to September 2009 (the period after an exchange rate policy reform in
July 2005); data are collected by months.

METHODOLOGY: Panel-data oriented investigation, encompassing unit-root
and cointegration testing, with final construction of panel ECM. Methodolog-
ically, it therefore provides an original contribution.

REsuULTS: The article discusses the policy of undervalued currency paved by
the Chinese government. On average, the evidence for the J-curve was found
(interpreted purely on short-run coefficients). From the long-run perspective,
there exists a significant relationship with expected sign between the exchange
rate and trade balance just for the trade of China and her three partners
(namely the U.S., the U.K. and Japan).

Bahmani-Oskooee and Goswami (2003)

RESEARCH GRASP: Japan versus her major trading partners (nine in total)
using quarterly data over 1973-1998 period.

METHODOLOGY: Error-correction (in the form of ARDL) modeling applied
both on the aggregate and bilateral trade flows.

REsuLTS: If the aggregate data was employed, there appears no significant
improvement in the trade balance for the long run. On bilateral basis, the
J-curve arises in two cases, Germany and Italy (inferred purely from short-
run parameters). Even though the authors do not interpret the results in
that direction, combining the short-run and long-run parameters the J-curve
is apparent also for the United States and Canada.

13
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Table 2.3: J-curve around the world: South and South-East Asia

SOUTH AND SOUTH-EAST ASTA

Kyophilavong, Shahbaz and Uddin (2013)

RESEARCH GRASP: The trade of Laos with the rest of the world; period under
review: 1993-2010; the usage of yearly data which was converted to quarterly
frequency.

METHODOLOGY: ARDL and bounds testing for cointegration; Johansen ap-
proach with generalized impulse-response and FEVD analysis.

REsuLTS: Existence of the J-curve on the aggregate level.

Lal and Lowinger (2002)

RESEARCH GRASP: Five South Asian countries (Bangladesh, India, Nepal,
Pakistan, and Sri Lanka) and their trade with the rest of the world; the data
with quarterly frequency since 1985 to 1998 were used (the period after adop-
tion of market oriented reforms and increased openness of the economies).
METHODOLOGY: VECM and Johansen test for cointegration with the IR anal-
ysis. Instead of the usual real effective exchange rate the nominal version of
that was employed.

RESULTS: A depreciation can lead to an improvement in the trade balance in
all countries under review. Equally, the short-run adjustment of trade balance
behaves along the J-curve for all countries.

Bahmani-Oskooee, Goswami and Talukdar (2005)

RESEARCH GRASP: Australia and its trading with 23 major partners during
the years 1973-2001; the data was collected quarterly.

METHODOLOGY: Bounds testing and ARDL approach to cointegration.
REsuULTS: J-curve concluded for only three countries (Denmark, Korea, New
Zealand). The long-run effects of Australian dollar’s depreciation are broadly
insignificant.

14
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Table 2.4: J-curve around the world: Middle East

MIDDLE EAST

Halicioglu (2007, 2008)

RESEARCH GRASP: Turkey vis-a-vis the rest of the world and also vis-a-vis
her major trading partners. Period under interest covers 1985-2005, with
quarterly frequency (Halicioglu, 2008), and 1960-2000, with annual frequency
(Halicioglu, 2007).

METHODOLOGY: Bounds testing for cointegration and error-correction mod-
eling in the form of ARDL (Halicioglu, 2008), and vector error correction
modeling and generalized impulse-response analysis (Halicioglu, 2007).
REsuLTs: The Turkish data contradict the existence of the J-curve. While
Marshall-Lerner condition achieves a fulfillment in the long run (with relatively
low long-run multipliers on bilateral level), the short-run dynamics does not
bring the required pattern. If the combined inference, including both short-
and long-run parameters, is applied the J-curve might be concluded for the
trade with the U.S. and the U.K.

Jamilov (2013)

RESEARCH GRASP: The trade of Azerbaijan and its biggest partner of eurozone
(including 17 countries) during the years 2006-2009 (monthly data).
METHODOLOGY: Johansen approach to cointegration, the estimation of
VECM, and IR analysis. Demand functions for export and import are studied
separately. Oil-related export was excluded from the investigation.

REsULTS: Strong evidence for the J-curve, and the price and volume effects as
well. Sensitivity analysis reveals that the exports are driven by exchange-rate
fluctuations in a greater extent than imports.

15
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Table 2.5: J-curve around the world: Europe

EUROPE

Ketenci and Uz (2011)

RESEARCH GRASP: The trade of EU-15 vis-a-vis major trading partners (eight
in total) and selected integration units (among others NAFTA, EFTA and
ASEAN); the research covers the period 1980-2007 on the quarterly basis.
METHODOLOGY: Error correction modeling with the aid of bounds test and
ARDL applied separately to the export and import demand equations.
REsuLTS: In the long run, according to the presented results, the relative
prices seem to be unimportant compared to a level of domestic and foreign
income. The support for the J-curve dynamics is limited.

Hacker and Hatemi-J (2003)

RESEARCH GRASP: Five small North European economies: Belgium, Den-
mark, Norway, Sweden and the Netherlands, and their trade with the rest of
the world (both on quarterly and monthly basis) and also with their major
trading partner Germany (on monthly basis). The investigated period ranges
from 1970s to 2000.

METHODOLOGY: Analysis with the aid of vector error correction models and
generalized impulse-response functions.

RESULTS: Mostly supportive with respect to the J-curve phenomenon. Some
difficulties pertaining the quarterly data against monthly data are discussed.

Bahmani-Oskooee, Economidou and Goswami (2006)

RESEARCH GRASP: Trading of the United Kingdom and her twenty major
trading partners since 1973 up to 2001, with observations by quarters.
METHODOLOGY: ARDL and bounds testing approach to cointegration.
REsuLTS: There does not exist any specific form of the adjustment in trade
balance, which would resemble the J-curve. Regarding long-run multipliers,
the positive effect of a weak currency was observable for six countries.

16
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Table 2.6: J-curve around the world: OECD countries and Africa

OECD COUNTRIES

Boyd, Caporale and Smith (2001)

RESEARCH GRASP: Aggregate trade flows of eight major OECD countries
with the rest of the world; the reference period ranges from 1975 to 1996 (with
quarterly frequency).

METHODOLOGY: Johansen’s system estimation, together with generalized im-
pulse response functions, and consecutive application of restrictions (finally
leading to the usual ARDL specification). Trace and eigenvalue test is used
for cointegration testing.

REsSULTS: Provides an evidence to broadly usage of the one-cointegration-
vector and weakly-exogenous-variables assumption in the J-curve literature.
Regarding trade balance dynamics, the results speak persuasively for the ML
condition in the long run but they lack this clarity for the short-run adjust-
ments (J-curve).

AFRICA

Schaling and Kabundi (2014)

RESEARCH GRASP: South Africa vis-a-vis the rest of the world. The quarterly
data ranging from 1994 to 2011 were used.

METHODOLOGY: VECM, Johansen test for cointegration and IR analysis.
REsuLTs: Following a real depreciation of the Rand, there is an initial dete-
rioration of the trade balance with subsequent improvement in the long run.
Consequently, the J-curve was confirmed.

17
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Rose and Yellen (1989) is perhaps the most cited paper dealing with
bilateral data (along with the aggregate data), and is probably the first paper
to strictly reject the J-curve phenomenon; based on the example of the U.S.
and its major trading partners — countries of the Group of Seven. Indeed, the
authors did not find any reliable link between the trade balance and the real
exchange rate. By them, this non-conventional finding goes partially due to
a failure of past research to deal with a simultaneity bias.!?

In Tables 2.1, 2.2, 2.3, 2.4, 2.5, and 2.6, we give an another list of ar-
ticles engaged in the J-curve investigation. We tried to encompass almost
each region of the world economy. For more detailed survey see for exam-
ple Bahmani-Oskooee and Ratha (2004) and Bahmani-Oskooee and Hegerty
(2010). While one reads these articles, despite their diversity in methods,
data (including measurement errors) and countries employed, he/she gains
a feel that the empirical research collectively supports the thesis about the
J-curve phenomenon, rather than to conclusively reject it.'® The agreement
is considerable on the fulfillment of the Marshall-Lerner condition in the long
run but it is sparser on the short-run adjustment imitating the letter J. The
measurement errors likely play a significant role therein, as they are surfaced
more within first-differentiated variables than variables in levels.!4

Even though there exists an extensive body of research papers on the
J-curve phenomenon or Marshall-Lerner condition, until now the Czech Re-
public has been neglected. To our knowledge there are just two articles, one
from Bahmani-Oskooee and Kutan (2009) and the second from Hacker and
Hatemi-J (2004), which include the Czech Republic. However, the attention
paid to Czech trade balance behavior in the Bahmani-Oskooee and Kutan
(2009) is rather marginal®®; in addition, the authors analyze monthly data
for the period January 1993 — June 2005.

In our view, this choice is extremely problematic, because in this pe-
riod the Czech Republic experienced many structural changes, from price
liberalization (actually around 80 percent of prices had been released in the

12The simultaneity bias might be investigated deeply through the maximum-likelihood
estimation of the whole system of equations. But, according to the recent results, the
simultaneity does not pose a problem in this area of interest. The practices used by Rose
and Yellen are discussed in Bahmani-Oskooee and Brooks (1999), who found an evidence
for the same countries, at least for the long-run effect.

BThat view is clearly subjective, but it is a hard work to summarize objectively the
results, for example through the meta-analysis (with a quantification of publication bias),
mainly because of the diversity in methodologies.

14 Although we do not apply it, the band-pass filtering of estimated IR functions may
partly reduce the impact of measurement errors.

15 Apart from the Czech Republic, the authors also study Cyprus, Hungary, Poland,
Slovakia, Bulgaria, Croatia, Romania, Turkey, Russia and Ukraine.

18



Ph.D. Thesis: Essays on Empirical Economics Martin Girtler

year 1991, but consequences in a higher inflation persisted), currency sepa-
ration, tax reform (both also contributed to inflation), privatization and the
introduction of external convertibility of the Czech currency in 1995, through
1997’s currency crisis with a consecutive recession and transition from a fixed
to floating exchange rate regime, up to inflation targeting installation in Jan-
uary 1998. Thanks to the time inconsistency of structural characteristics of
the Czech economy in this period, we unfortunately cannot attribute too
much relevance to the results of Bahmani-Oskooee and Kutan (2009) in the
case of the Czech Republic. In fact, the situation is similar in the latter work
of Hacker and Hatemi-J (2004), who engaged monthly data over the August
1993 — July 2002, despite they were more selective and concentrated on three
countries.'® Keeping the above in the mind, the Hacker and Hatemi-J (2004)
results might be interpreted as rather supportive and Bahmani-Oskooee and
Kutan (2009) ones as rather non-supportive for the J-curve hypothesis.

But the fact that the Czech Republic has not paid attention does not mean
that research into trade balance behavior following exchange rate changes is
not important. The opposite is true for two reasons. Firstly, the Czech Re-
public committed itself to joining the eurozone upon entering the European
Union, and thus the question of when or if ever to give up the exchange rate
as a stabilization policy tool is very important!”; especially in the context
of recent experience with the euro crisis. An analysis of the performance or
efficiency of the exchange rate as an economic policy instrument can help to
answer this question. Secondly, from 2013 the Czech National Bank (CNB)
has begun using the exchange rate as a policy tool, in situation when it was
not possible to continue to cut interest rates. The CNB’s main reason for
devaluation was to prevent a deflationary spiral and thus an analysis of the
impact of foreign exchange interventions on the economy is desirable. The ef-
ficiency of these foreign exchange interventions, meaning their impact on the
market rate, is another question, and in that regard see Gersl (2004, 2006),
who studies foreign exchange interventions of the Czech National Bank.

2.3 Unconventional monetary policy

After the recent crisis, or even during this, many central banks decided to
apply unconventional measures in order to stabilize the economy. These mea-

16Qutside the Czech Republic, Hungary and Poland are considered as well. Albeit the
authors present the results of aggregate study, much of their interest is devoted to the
trade between the countries and Germany (their most important trading partner).

ITIn the case of Sweden, it is possible to see that this obligation can be bypassed for a
relatively long time.
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sures have come into effect due to a liquidity trap that renders conventional
channels inoperable, and equally because of persisting disinflation driven by
an insufficient demand and engulfing a range of advanced economies.'® Quan-
titative easing, qualitative or credit easing, forward guidance and foreign
exchange interventions are considered possible solutions to the zero-lower-
bound (ZLB) problem on short-run nominal interest rates.'?

Reifschneider and Williams (2000) found that under a standard Taylor
(1993) monetary policy rule and a two percent inflation target, monetary
policy would only be constrained by the ZLB in five percent of the time, and
that the constraint would be binding for only one year. The threat of a low
inflation target is widely recognized; see for instance Blanchard et al. (2014).
Conversely, Benhabib, Schmitt-Grohé and Uribe (2001) implicitly identified
the ZLB policy as a passive (low-inflation and low-interest-rate) steady state
which exists alongside the proactive Taylor policy (an active steady state)
and, what is more interesting, both equilibriums are connected by a robust
saddle-path dynamics.?’ Unlike the passive steady state, which is globally
stable, the active steady state only possesses local stability and, furthermore,
in the neighborhood of an active steady state, it is possible to locate infinitely
many equilibrium paths leading to the passive steady state. In relation to
the previous, Benhabib, Schmitt-Grohé and Uribe (2001, p. 46) aptly state
that 7 ... all that is needed for the economy to fall into the liquidity trap is
that people expect the economy to slide into a deflationary phase.”. Due to
global stability the liquidity trap can be relatively long-standing.

Apparently, contemporary experience gives more weight to the latter
opinion from Benhabib et al. (2001). The outcomes of Reifschneider and
Williams (2000), on the contrary, generally represent a viewpoint typical for
the pre-crisis era, when the liquidity trap was taken as a highly unlikely

8We do not consider an emergency liquidity provision to be an unconventional monetary
policy tool. On the contrary, this role is assigned to the central bank within its lender-of-
last-resort mandate and thus fits in the usual set of monetary policy instruments, through
which it generates financial sector stability. Unconventionality is therefore related to
impotence of classical monetary transmission mainly based on targeting short-term rates.

19 An extreme method of solving policy ineffectiveness could also be a temporary or per-
manent change of monetary policy regime. Frequently offered alternatives to conventional
inflation targeting are price-level targeting (Svensson, 1999; Evans, 2012) and nominal-
GDP targeting (Taylor, 1985).

20The active steady state corresponds to the active interest rate feedback rule, i.e. the
rule which induces a change in the nominal interest rate that responds to a change in
inflation with more than one-for-one (Benhabib et al. (2001) use agents with perfect
foresight). For the passive steady state, the interest rate reaction is less than one-for-
one. The existence of indeterminacy and multiple equilibria itself follows directly from the
usage of an active monetary policy.

20



Ph.D. Thesis: Essays on Empirical Economics Martin Girtler

event without any practical relevance. Factors constituting the main rea-
sons for an undervaluation of the risk of ZLB are discussed in Chung et al.
(2012). It also follows that the size of the risk was partially reduced due
to the period over which econometric models were estimated. The tranquil
”Great Moderation” is an example, and it only suffices to take into account a
larger sample so the estimation of the risk becomes more accurate. Similarly,
Keynes (1936), or Hicks (1937) within the IS-LM model, originally deemed
the ZLB on nominal interest rates as a purely theoretical and limit situation
of an ineffective monetary policy, and therefore they did not seek a way out.
Naturally, outside monetary policy the fiscal expansion is at disposal, but
that is another story.

Quantitative easing (QE) was greatly exploited, especially in the most
advanced economies. The Federal Reserve (FED), Bank of England (BOE),
European Central Bank (ECB) and Bank of Japan (BOJ) are the most sig-
nificant examples of institutions that use QE in their monetary policy. For
concrete information about operating procedures in the mentioned countries
see Fawley and Neely (2013).

The balance sheet expansion of a central bank (above the level consistent
with a zero policy rate), known as quantitative easing, consists in an exten-
sion of asset maturity and is effective primarily in the case of general liquidity
distress in the banking sector.?! An excess of liquidity can cause a mismatch
between an increase in the money base (an outside money injection) and a
change in the money supply, because of an unwillingness of financial inter-
mediaries to further distribute surplus funds. When conducting large-scale
purchases of assets with a longer-term maturity (government bonds have
empirically had the greatest importance), the aim of central bankers is to di-
rectly influence real long-term interest rates, and ultimately the performance
of the real economy, through the asset-price channel. If money differs in its
characteristics from bonds, or potentially other financial assets, then growth
in the money stock can, through the rebalancing an investor’s portfolio, sup-
port the aforementioned. Moreover, thanks to price stickiness, the temporary
wealth increase promotes further spending on consumption and housing. In
the strict sense, the efficacy loss of monetary policy which is caught in a lig-
uidity trap stems from the public perception of money as a perfect substitute
for bonds; see Krugman (1998), for example. It is necessary to emphasize
here that bonds, as financial securities, differ from one another. Hence, if
money forms a perfect or nearly-perfect substitute for very short-term bonds,
the same need not be, and a priori is not, true for bonds with longer-term
maturities. In practice, quantitative easing actually represents open market

21 As was the case in the economies listed above.
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interventions whose target is the volume of banking reserves rather than the
size of the overnight interest rate (the price of reserves).??

In comparison with quantitative easing, qualitative easing is more se-
lective and oriented toward influencing the structure of assets (towards less
liquid and more risky) held by central banks on the balance sheet, keeping the
volume of the balance sheet constant. On the other side, as a consequence
of that, financial market institutions enjoy improvement in their balance
sheets. Sometimes credit easing is perceived differently as a combination of
both quantitative and qualitative easing, because it leads to growth in the
size of the central bank’s balance sheet while decreasing average liquidity
and/or increasing the average riskiness of its asset portfolio.?® In point of
fact, quantitative and qualitative easing both comprise an easing of credit,
in the literal sense of the word, because they facilitate a reduction in the risk
premium in the banking sector and hence affect the cost and availability of
loans. This is why the sectoral character of credit easing is primarily high-
lighted when it is targeted mainly at non-functional segments of the market.

Under the condition of imperfect asset substitutability, a change in the
composition of assets held by the central bank can considerably impinge the
relative supply on the financial market, with a potential cut in the term
premium, ultimately resulting in flatter yield curves. An additional effect
arising from qualitative easing may be an improvement in the creditworthi-
ness of some private agents, see Bernanke and Gertler (1995). So far we
have discussed quantitative and qualitative easing in relation to the capital
market or, in other words, when a central bank purchases assets and provides
liquidity. This was typical for the FED and the BOE. On the other hand, the
monetary authority might also offer reserves directly via a discount window,
as was the case with the ECB and the BOJ. However, the effects, consisting
of a reduction in specific real rates and greater economic growth, remain the
same. What we have not yet said explicitly is that, in a situation where
some obstacles hinder the smooth functioning of the financial market, the
operations listed above cause it, or its parts, to work better.?* An in-depth
description of quantitative and qualitative easing is provided by Bernanke
and Reinhart (2004).

Both quantitative and qualitative easing are frequently combined with
forward guidance to further increase the easing of monetary conditions. For-
ward guidance is directed to the expectations of market participants and is

22The way of conducting this policy is thus fairly conventional. Only its focus and scope
are unconventional.

23Quantitative easing preserves average liquidity and riskiness unchanged. This is
achieved thanks to the range (in terms of volume) of operations carried out.

240r even starts working again.
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a basic communication strategy of central banks in economies with rational
expectations (forward-looking). The supreme importance of expectations
management was stressed by Krugman (1998), as well as Eggertsson and
Woodford (2003, 2004).

Krugman (1998) looks at the liquidity trap as a kind of credibility prob-
lem. Based on him, a monetary expansion that the market expects to be
sustained will always work, whatever structural problems the economy might
have. The idea stands on the money neutrality proposition and on the fact
that this proposition is not generally state-dependent. But in this case, the
credibility problem has an inverse nature to that usually perceived for a
central bank trying to anchor a price level or inflation. In a liquidity trap
environment, the central bank must credibly promise to be irresponsible in
the future, in the sense of targeting a higher price level or its path.?® Eg-
gertsson and Woodford (2004) even consider any monetary policy action,
including quantitative and qualitative easing, to be absolutely ineffective if
it does not change the attitude of private agents towards a prospective in-
terest rate policy. Paradoxically, the more credible the initial commitment,
the more difficult it is to get the public to support a new commitment.
Specially, in the context of ZLB, the communication has the form of a com-
mitment to lower interest rates for a longer period than previously expected;
known as the lower-for-longer solution.?® Accordingly, it acts through the
signaling channel and consequently, through the Fisher effect, affects cur-
rent and future short-term interest rates. Forward guidance can be date- or
state-dependent, if its duration is related to a calendar date or to economic
conditions, respectively.?”

The success of the lower-for-longer strategy relies on the credibility of
the monetary authority, and therefore it is often necessary to demonstrate
resolution through real action; this relates to the previously mentioned con-
nection of forward guidance with other policies. Alongside the cited articles,
we arrive at a conclusion about the mutual conditionality of real-action poli-
cies and bank communication for overall success. It should be noted that
dozens of the policies discussed above were initially only experiments within

25In the situation of zero nominal interest rates, inflation target forms a lower bound
for negative ex-ante real interest rates.

26 Actually, some economists, see Eggertsson and Woodford (2003) for the example,
suggest that interest rates should be kept lower for a longer period than the state of the
economy necessitates, with the aim of better shaping expectations and also creating an
ample cushion for monetary ease in the future. An additional suggestion about how to
avoid a further liquidity trap is to increase the inflation target; see Blanchard et al. (2014).

2"Due to uncertainties in the economy, a date-dependent commitment can be time-
inconsistent; see Kydland and Prescott (1977) and Barro and Gordon (1983a, b). A
state-dependent commitment is optimal in the eyes of Eggertsson and Woodford (2004).
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theoretical models until economic development had prepared conditions for
their practical usage. A large portion of these articles, today forming the
theoretical basis for ZLB considerations, were stimulated by the situation of
Japan in the 1990s and early 2000s. However, the currently prevailing styl-
ized facts encourage further research, of course. Moreover, thanks to the fact
that a relatively large number of economies have stayed at the ZLB for an
extended period, it is also possible to initiate econometrically oriented stud-
ies assessing the consequences of unconventional monetary policies; see for
example Bernanke, Reinhart and Sack (2004), or Hamilton and Wu (2012).

2.4 Czech exchange-rate commitment

The Czech National Bank (CNB) has chosen the exchange rate as a mon-
etary policy instrument under the binding conditions of ZLB, which in the
Czech Republic took place from autumn 2012; see Figure 2.1. The two-week
repo rate, the policy rate used by the CNB, has gradually converged to the
zero level since 2008. That decline was a consequence of drops in aggregate
demand?®, both domestic and foreign, with a follow-up recession and disinfla-
tion. Despite all efforts, the economy remained depressed?’, and according to
the CNB’s projection model, see Franta et al. (2014), the equilibrium nomi-
nal interest rate needed to be hypothetically negative in the spring of 2013.
Even under the unrealistic assumption of negative interest rates, the output
gap was predicted to be negative till the end of 2015 (Franta et al., 2014).
Finally, observed inflation during the year 2013 was approaching the lower
limit of the tolerance band, and there was a danger of prospective deflation
in 2014. Thus, the need for a further monetary easing did not disappear.

Based on the unfavorable outlook, the Czech National Bank publicly com-
mitted itself in November 2013 to not let the exchange rate of the Czech
koruna to the euro go below the value of 27.3° A pledge to hold interest
rates lower until inflation pressures were sufficient supplemented the one-
side exchange-rate commitment. The lower-for-longer communication has
been effective since the fall of 2012. In autumn 2012, the CNB also an-
nounced that it was prepared to use unconventional measures if necessary.
The option of using the exchange rate in an open economy, with the inten-
tion of supporting economic growth under a liquidity trap, was advocated in
McCallum (2000) and Svensson (2001).

28The demand downturns were naturally related to the financial and European debt
crises and the global economic uncertainty arising from them.

29With the exception of the years 2010 and 2011, when a partial recovery was observed.

30Tf interested in the CNB’s decision, refer also to Franta et al. (2014).
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Figure 2.1: Financial conditions in the Czech economy
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Svensson (2001) proposal relies greatly on the ability of a central bank to
efficiently manipulate market expectations. Within his approach, a central
bank uses both real-action policies and a commitment regarding future mon-
etary policy. He proposed a foolproof way of escaping from a liquidity trap,
which consists in the introduction of a price-level target path corresponding
to a small positive long-run inflation target, and jump-starting the econ-
omy via a devaluation of the currency and a temporary exchange-rate peg.
A price-level target serves well for anchoring nominal variables.>! Svensson
(2001) designates the price-level target path as follows®?

De = Dy + 7t — to), t >t (2.8)
with the initial price-level target p;, exceeding the current price level py,,

ﬁto > Dio (29)

and a positive target for the inflation, which also constitutes the slope of
(2.8), that is
7>0 (2.10)

If the central bank’s inflation target is fully credible, it is now necessary
to reach the same for the initial price-level target. One way of attaining this
is with the aid of the exchange rate s;. In fact, the Czech National Bank
applied a one-side nominal exchange-rate peg, so®3

S > S, t >t (2.11)

The key to success of the foolproof way is the size of the initial exchange-rate
devaluation, which must be so large that the real exchange rate ¢; overshoots
its equilibrium value ¢,

Qto = pzo + Sto - pto > q (212)

where pf is the average foreign price level. Assuming a widely low-inflation
environment, we logically, based on equations (2.11) and (2.12), arrive at

S > 85>q (2.13)

31Gee Svensson (1999) for a comparison with famous inflation targeting.

32 All variables are expressed in logs; see Svensson (2001) for a full description of the
model.

33Svensson (2001) formulates the exchange-rate peg in a linear form, which significantly
eliminates the difficulties in a model solution. We use a non-linear peg, because it better
describes the situation in the Czech economy. At the same time, we do not strive here for
any exact mathematical solution; rather, the discussion is based on intuition, and therefore
our approach is justifiable.
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Accordingly, the exchange-rate floor has to be set above the steady-state
value of the real exchange rate. The credibility for this one-side peg is easily
attainable, because the central bank can intervene against currency appreci-
ation to an unlimited extent by issuing additional money.

The first-round observable effect of exchange rate devaluation is an in-
crease in the CPI due to a virtually immediate rise in consumer-good import
prices.?* With a delay, an increase in the price of imported production fac-
tors causes the price of domestic goods to rise as well. Because the weight
of imported goods in a consumer basket is high for an open economy, the
aforementioned acts fairly quickly. At the same time, real exchange-rate
depreciation leads to an improvement in the trade balance (if the Marshall-
Lerner condition is met). The excess of the exchange rate over its equilibrium
value urges economic agents to expect future appreciation and, to the extent
that interest rate parity is valid, also expect lower real interest rates. As
Figure 2.1 in the upper-right corner demonstrates, this situation indeed oc-
curred in the Czech Republic. Simultaneously, as the lower-left corner of
the same figure indicates, the 27 CZK/EUR one-side peg has been above
the steady-state level of the real exchange rate for at least the last seven or
eight years. However, unlike Svensson (2001) linear exchange-rate peg, the
central bank in our case need not increase the interest rate to maintain a
peg. Conversely, that is counterproductive if an exchange-rate commitment
is combined with the lower-for-longer strategy. Both ultimately result in
higher inflation expectations.

Unlike Svensson (2001), McCallum (2000) rests on the portfolio balance
channel. Fundamentally, the one-side exchange-rate peg contains fragments
of both quantitative and qualitative easing. It might actually lead at limit to
an unlimited increase in the central bank’s balance sheet or entirely change
the structure of the balance sheet towards foreign assets. As we stated in the
section 2.3, the pass-through of these measures significantly depends on the
rate of substitutability between different assets. Giirtler (2015) investigated
asset substitutability for the Czech economy and concluded that the elas-
ticity of substitution for domestic assets (value of 0.2) is considerably lower
than that between domestic and foreign assets (value of 2.1).>® This fact
clearly speaks to the concentration of exchange-rate monetary policy on the
expectations channel, rather than the classical foreign exchange interventions

34This ideally operates under the conditions of frictionless foreign-trade contracts and an
economy without financial instruments, serving as a hedge against foreign-exchange risk.
Because the real economy is not such a place, the first-round effect may be dampened, but
surely does not vanish completely.

35Here we shall emphasize that the estimation was undertaken over the period, which
does not correspond to an unconventional monetary policy.
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themselves, in the Czech Republic. Looking at the lower-right corner of Fig-
ure 2.1, one can see that the Czech National Bank utilized both, even though
some FX interventions were not publicly announced. However, usually the
central bank simply met the requirements of market participants.

Additionally, a decision in favor of the exchange rate was also determined
by a long-lasting general liquidity surplus on the Czech money market.?® As
you can see from Figure 2.1, during the financial crisis and the European debt
crisis the volume of loans provided has remained constant (short- and mid-
term loans) or even increased (long-term loans). Therefore the picture does
not reveal any cash insufficiency among banks. Actually, liquidity distress as
a first-round effect of the Lehman Brothers collapse was warded off by the
CNB; this is also observable from a hump-shaped development of the outside
money and broad monetary aggregate, both expressed as a deviation from
the equilibrium path. Nevertheless, the increase in the base money is by no
means linked to quantitative easing, which the Czech National Bank has not
used.

2.5 Business investment

Investment is the most volatile component of aggregate demand. That propo-
sition is accepted among economists for a long time, probably since the intro-
duction of Keynes’ General Theory. As a consequence, there are many factors
which could potentially influence the decision about new investment. These
factors can be divided into two groups. At first, new investment is planned
according to the expectations about the future. For private firm those ex-
pectations regard primarily prospective demand for its production, which in
the same time determine an expected marginal efficiency of invested capital.
Beside expectations regarding future demand, it also depends on their prob-
ability distribution. Although the mean of this distribution is in the most of
advanced economies measured by economic confidence indicators, its second
and higher moments remain unmeasurable. The problem is that the impor-
tance of these higher moments has recently increased, because of a general
upsurge of uncertainty. This uncertainty is related to the political events,
terrorist attacks, financial crises and increased volatility on commodity mar-
kets. Naturally, many other sources of uncertainty can be listed as well.
Therefore, some part of fluctuations in investment can still be explained just
by a metaphysical “animal spirit”. This is not an encouraging statement,

361f commercial banks would be willing to distribute surplus funds arising from FX
interventions, the low rate of substitutability between domestic assets might strengthen
the exchange-rate channel by a reduction in real rates.
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but there is fortunately a larger part of development in investment which
has a systematic nature. For a general exposition of uncertainty see Bloom
(2014).

The observable and easily definable variables which exert a significant
influence on investment form the other group of factors. Interest rate is likely
the most famous one, when almost every textbook on economics mentions its
negative link to the investment. The negative relation between real interest
rate and volume of investment is based on the assumption, that at least a
part of investment is financed through the debt. Increase in interest rate then
leads into higher financing costs and smaller demand for investment. That
the effect of cost of capital®” on investment need not be so straightforward
empirically is highlighted by Shapiro (1986), who attempted to give it a
stronger theoretical basis and explain the nature and causes of situations
when the data are non-supportive. Less interest rate sensitivity of investment
was found, for example, in Sharpe and Suarez (2014), who analyzed the data
from a survey of CFOs of U.S. non-financial corporations.®®

As the Czech economy is frequently classified as a small open economy,
many of its macroeconomic indicators, and so overall output, depend on the
economic and political development abroad. One of these indicators could
also be investment. Dependency of private investment on the changes of
output is in line with the accelerator theory, which predicts changes in the
capital stock in order to sustain or reach the required capital-output ratio;
see Clark (1917), or Chenery (1952) and Koyck (1954). That the predictions
of the accelerator theory are still relevant is documented by a vast amount
of studies. One of the most recent is the study of European Central Bank
(2017), arguing for the output growth as a main driver of business investment
in the EU and U.S. economy. Of course, there are exceptions, such as Italy
and Portugal with a high share of non-performing loans and over-leveraged
private sector, defending a place for other variables. Similar results also
follow from the study of Barkbu et al. (2015).

Strong correlation between output growth and investment is puzzling for
Serven and Solimano (1992), who emphasize that a substantial part of fluc-
tuations in production appears to be transitory and therefore should not
affect investment. They see the reason in investors’ myopic expectations or
short planning horizons. Regarding this issue, one must take into account
the difference between business-cycle investment and structural investment.

37Cost of capital is not formed just by the interest rate. Price of capital goods and
depreciation rate play a role as well.

38The results are somewhat biased by the year when the survey was conducted (year
2012), as it falls into the period of Great Recession recovery and extraordinary low interest
rates.
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Whereas the structural investment relates to long-run trends in the economy;,
demographics or technical innovations can serve as an example, and so they
have long planning horizon, the horizon of business-cycle investment is re-
ally shorter. Expansionary phase of the business cycle then brings up the
investment, simply because of a larger amount of orders on the production.®

That the disinvestment is costly or unfeasible is a central motive for the
theory of irreversible investment; see Arrow (1968). Under the certainty, the
irreversible investment imposes a wedge between the marginal revenue and
the cost of capital. The wedge has a tendency to increase during a boom
and to decrease during a recession. As the boom lasts longer than recession,
the discounted sum of the wedges over the entire business cycle should be
positive. It gives a support for the output-investment correlation.

Irreversible investment is negatively affected by uncertainty; in that re-
spect see Bernanke (1983), McDonald and Siegel (1986), Pindyck (1988 and
1991), Bertola and Caballero (1994), Abel and Eberly (1994 and 1996), Bach-
mann and Bayer (2013), and Binding and Dibiasi (2017). If the future is
largely uncertain, option to wait for a while rather than to invest immedi-
ately has a larger utility value for the firm. Waiting for an assurance that
the investment will be profitable and the firm will not suffer with an excess
capital leads into a delay of business investment behind the economy output.
The delay is actually observed in most of advanced economies.

In many cases, researchers also examine the role of firm-specific vari-
ables. Under the study, among others, are cash flow, liquidity, equity prices
and leverage. The link of business investment to financial factors on the
panel of manufacturing firms for Belgium, France, Germany, and the United
Kingdom was researched by Bond et al. (2003). They realized that cash flow
and profits appear to be both statistically and quantitatively more significant
in the United Kingdom, than in the three continental European countries —
as a result of presumably more severe financial constraints on investment in
the more market oriented U.K. financial system. Importance of financial con-
straints, including credit rationing under imperfect-information markets, was
emphasized in Stiglitz and Weiss (1981). Asymmetric information impose a
risk premium over the cost of external finance (bond, equity, or bank credit)
and so favor the internal funds (retained profits). Consequently, investment
of constrained firms depends more on cash flow; see Fazzari et al. (1988a, b),
Calomiris and Hubbard (1989), and Hubbard (1998). Kaplan and Zingales
(1997, 2000) pointed out that excess sensitivity of investment to cash flow
need not be an indication of the financial frictions. That the investment-cash

39 Assuming that there is a constant capital-labor ratio in the production for the short
run.
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flow sensitivity is nonmonotonic in firm characteristics was also confirmed by
Hovakimian (2009).

Actually, the most complex measure including the expected flow of cur-
rent and future profits and regarding firm’s fundamentals is Tobin’s Q; see
Tobin (1969) and Brainard and Tobin (1968). Tobin’s marginal Q expresses
an increase in the intrinsic value of the firm due to a new investment and
relates it to the firm’s replacement cost. Tobin’s () exceeding the value of one
then encourages the firm to invest. As the marginal Q) is unobservable quan-
tity, it is frequently replaced by average () measured as the market to book
value ratio; see Hayashi (1982). High correlation of expected flow of cur-
rent and future profits and Tobin’s Q could be a reason why most authors
conclude the statistical insignificancy for one of these, when tested in one
equation model?’; see Abel and Eberly (2012) and Cummins et al. (2006)*'.
Moreover, strong correlation of firm specific variables with the overall eco-
nomic activity (aggregate demand) defends the usage of these indicators in
macroeconomic oriented investigations.*> By coincidence, there is simulta-
neously arising study of Babeckd Kucharéukové and Pasalicova (2017), who
explore the influence of firm specific variables for a sample of Czech compa-
nies.

Current and future profitability, and so investment, of the firms can also
be affected by the evolution of real exchange rate. Campa and Goldberg
(1999) provide an evidence for manufacturing industries in the United States,
Japan, the United Kingdom, and Canada. According to their results, the
direction of working of exchange rate on the investment evolves with the
changing export and imported-input orientation of producers. The positive
effects of a home currency depreciation on investment are increasing in an
industry’s export share and decreasing in its imported input share. The
role also plays the demand elasticities on domestic and foreign markets with
both final production and production factors. In relation to that, exchange
rate tends to have weak or relatively insignificant effects on investment rate
in high-markup sectors; there is likely the direct transmission of exchange
rate movement to the prices of final production. Inverse then holds for low-
markup industries.

Another issue frequently discussed inside textbooks is the crowding-out
effect of public investment. According to the crowding out, greater invest-

407t is well known consequence of multicollinearity in econometric models.

41 Both papers speak for the existence of measurement errors in average Q based on the
capital market information and for a bias in the respective valuation of firm’s intrinsic
value.

420nes that seek to give the private investment into a relation with macroeconomic
covariates.
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ment activity of the government spills into increase in interest rate and in
final instance into decrease in interest-sensitive private investment. The in-
crease in interest rate is due to a higher demand for loanable funds. More
theoretically, this financial crowding out would be strengthened further in
the world of Ricardian agents, where increased public debt is considered as
a future tax burden.*® But there is yet another reason for increase in inter-
est rate, namely the interaction of monetary and fiscal policy. While higher
government investment actually represents the fiscal expansion, it is often
accompanied by a reaction of monetary policy targeting policy rate with
respect to the inflation target.

In the literature, crowding out is also justified by the productivity of gov-
ernment investment.** Upon productivity of government investment, private
investment are postponed until government investment is put into service
to exploit the synergy. Waiting for the synergy effect implies crowding out
in the short run, whereas in the long run there is observed the crowding
in; see Erenburg and Wohar (1995). Nevertheless, the previous will hold
for less developed economies with insufficient infrastructure, rather than for
more advanced economies. Therefore, it is more reasonable to expect that
the short-run negative effect binds to the financial crowding-out and that the
productivity of government investment induces a crowding-in in the long run.
Similar results are reached by Blanchard and Perotti (2002) and Aschauer
(1989) for the United States and by Mitra (2006) for India.

Xu and Yan (2014) highlight the allocation aspect of government in-
vestment, when they find crowding out in the investment to private goods
(through state-owned companies) but crowding in for the investment in pub-
lic goods (infrastructure, education, health, etc.).*> In advanced market
economies, governments mostly invest into infrastructural projects (such as
highways) and contract private firms to provide their completion. This ap-
plies in particular to construction industry. Satisfying higher demand, con-
struction industry expands its production capacity and therefore invests.

In the Czech Republic, there is one sector of the economy, where the con-
sequences of public investment are studied for a long time — it is agriculture.
Agriculture is specific with a high share of capital subsidies. Some are co-
financed from European Union (EU) and some use just national funds. From
the perspective of national accounts these subsidies are a part of government
investment. Enlargement of the capital subsidies naturally imposes a loss

43The working of crowding out assumes the debt financing of public investment.

441n the sense that government investment leads into an increase in total factor produc-
tivity.

45The research was conducted for the specific economy as China is, where many enter-
prises are state-owned and the government controls lending rate and the credit rationing.
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in the motivation of agricultural enterprises to invest own funds. Almost
50 % correlation between investment in agriculture and capital subsidies was
found out by Svoboda et al. (2016) for the Czech Republic. As major-
ity of that type of studies evaluates the efficiency of capital subsidies, they
rather entertain the influences on enterprise’s performance indicators (such
as profitability, labor productivity, indebtedness, etc.). In fact, there is a rare
evidence which could speak in favor of the capital subsidies. For the case of
the Czech Republic, see Spicka et al. (2017) or Néglova and Giirtler (2016).
That the drawing of EU funds influences the volume of government in-
vestment, and also economic growth as a whole, is widely known and it is
pronounced especially in Central European countries (Czech Republic, Slo-
vakia, Poland and Hungary). What was not known is the impact of drawing
EU funds on private investment, which was uncovered recently; see CNB’s
Inflation Report IV /2016. In particular, it is the case of the funds targeted
to improve innovation activity, which are mainly drawn by manufacturing.
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3 Methodology

3.1 General perspective

As the thesis deals predominantly with macroeconomic phenomenons, method-
ological approach must take into account some specifics which the macroe-
conomy has. To say it in a rather technical manner, the macroeconomy is
dynamic stochastic general equilibrium system. The fact the macroecon-
omy tends to converge to the general equilibrium! means that the variables
mutually interact and we can expect a reaction of the whole system when
one variable deviates from the equilibrium path. Because the macroeconomy
is under the continuous influence of diverse external shocks, its future out-
come cannot be predicted with certainty — it has a probabilistic or stochastic
nature. Finally, forecast of the macroeconomic outcome is simplified with
the existence of persistences, leads and lags, which determine the dynamic
structure of the economy.

There are two possible types of models admiring this structure of the
economy. Firstly, strongly theory-based DSGE models and secondly, em-
pirical VAR models. Although DSGE models serve good as an economic
laboratory and perform well in forecasting, they in the same time have a
rigid structure to fully describe the data. DSGE models are therefore incon-
venient at the very first stages of data analysis. On the other hand, vector
autoregressive (VAR) models are sufficiently flexible to describe the data, as
they do not pose any restrictions? on estimated parameters and the system as
well. Of course, the main disadvantage of VAR models is their vulnerability
with respect to the Lucas (1976) critique and so the estimated parameters
are not immune to the policy change.

Because we investigate areas of the Czech economy not properly analyzed
until this moment, we use VAR models as a baseline methodology. DSGE
analysis can then be conducted on the ground of results presented in this
dissertation.

'We a priory assume the existence of such stationary point.
2In its most basic form.
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3.2 Vector autoregression

Let x; be a random vector from n-dimensional Euclidean space and let the
sequence of these vectors ordered in time forms a multivariate time series
{x:}52,. Assume further that this sequence has the following properties

E(x¢) =0 for all ¢ (3.1)

Q, fort=0
E(XtX?_T) - { =, for7#0

where (2, is finite positive definite matrix, whose values do not depend on t;
the values of matrix =, depend on the distance between 7 and ¢, but not on ¢
itself. Upon these assumptions the sequence can be described by stationary
vector autoregression (VAR), generally of order p (Sims, 1980),

(3.2)

Xy = ®1Xt—1 + (pQXt_Q + ®3Xt—3 + ...+ q)pxt—p + Et (33)

where ¢; is the multivariate white noise, so

E(e;) =0 forallt (3.4)
Q. forTt=0
E(eeel ) = { 0 forr#£0 (3.5)

where (), is positive definite covariance matrix with no dependence on ¢.
Due to the stability of VAR, equation (3.3) can be inverted to Wold
representation, or VMA (oco)

X; =&+ C18t_1 -+ CQc‘ft_Q -+ C3€t_3 + ... = Z CjEt_j (36)
j=0

and so x; can be expressed as the linear combination of mutually uncorrelated
random variables ;. Parametric matrices C; are derived as

Cj = <I>1Cj_1 + (I)QCj_Q + cI)g(jj_?) + ...+ (I)pCj_p s j = 1, 2, c. (37)

where Cy = I, and C; = 0 for j < 0.
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3.3 Impulse responses

Difficulty with the vector ¢; is its non-diagonal covariance matrix ()., as there
is not possible to unambiguously assign an economic content to each shock
(signal extraction problem). In order to derive structural innovations, it is
necessary to identify structural form of VAR (3.3). For the identification we
use the Cholesky factorization of matrix €2..> Therefore, let Ay be a lower
triangular matrix arising from Cholesky factorization of ). in the form

Q. = A)DA] (3.8)

With the usage of Ay, vector of structural innovations u; will be acquired
from &; through
&t = Aout (39)

and for this vector it applies
E(wul) = Aj'E(giel)A;T = AJ'Q.A;T =D (3.10)

where D is diagonal positive definite matrix.
Wold representation (3.6) can now be expressed with the aid of structural
innovations u

Xy = Aout + Alut,1 + Agut,Q + Agut,z)} +...= Z Ajut,j (311)
§=0

where v, = Aj le, and A; = CjA, for each j > 0. Entries of matrix

Aj;, 7 =0,1,..., represent directly the values of orthogonalized impulse

responses, because

() o1t () Oz14
a = — oo a — it
dx 1 uy (1) In= ™" Oup, 1)
t ) )
— A — : : (3.12)
t_] a (]) — 6a:m Y a (]) — 8:Ent
nl T Ouy ) M Qup )

apparently, A, is Jacobi matrix. The form of A; generally depends on the or-
dering of €;. In fact, importance of the ordering decreases when (). converges
to the diagonal matrix and vice versa.

Because to choose a proper ordering of the vector ¢; is very often a de-
manding task, Koop et al. (1996) and Pesaran and Shin (1998) defined the

3In fact it is a special type of LU factorization applied to symmetric matrix; see Hamil-
ton (1994) for instance.
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generalized impulse response function, which enables to avoid this challeng-
ing choice. Generalized impulse response function (GIRF) for the vector of
variables x; and for h-period departs from the general expression?

GIRFx(h7 0i, Tt—1) = E<Xt+h | git = 0i, Tt—l) - E(Xt+h ‘ Tt—l) (3-13)

where Y, i is an information set consisting of the past values of x;; ¢ is
1-entry of &;, which changes its value by d; in time ¢. Under the condition
that the distribution of &, is characterized by the properties (3.4) and (3.5),
it is possible to integrate out the influence of €j; for every j # . This is due
to the fact that if &, is multivariate normal then it applies®

E(gt ‘ Eit = 5i) = (Oli y 02 5.+ ,Uni)TUZ-;l(Si = Qaei%—il(si (3-14)

where e; is n-dimensional vector with one at i-th position and zero everywhere
else; 0j;, for j # i, are covariances from Q. and o;; = Var(e;). Then if {x;}
is generated by (3.3) or (3.6) the GIRF takes the following particular form

Cthei (51
GIRF . (h, 6, Ty 1) — ( ) ( ) (3.15)
7) \V Oii

where Cj, is a parametric matrix from the Wold representation (3.6). When
the matrix 2. is diagonal, generalized impulse responses and orthogonalized
impulse responses are equivalent.

3.4 Variance decomposition
The variance of x; can be decomposed to

overall unconditional variance

Var(x,) = Var (Elx|Y, 1)) + E[Var(x,|T,_1)] (3.16)
IR a?lglysis F]SGD

where Var (E[x;|Y;-1]) is the variance of the expected value of x; conditioned
on its history T;_;. In dynamic models, this part of overall variance can be
well explained by the impulse response analysis. On top of the expected value
variance, there is also variance related to the stochastic nature of variables
within the system. It captures the deviations from expected value due to

4This equation generally expresses the substance of impulse response analysis.
°It holds just for the linear models.
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the external shocks and therefore it was called as the variance of forecast
error. The forecast error variance decomposition (FEVD) was then proposed
to analyze the deviations.

Accordingly, let us define forecast error of VAR (3.3) for period t + h®

Xerh — Et(Xen) = €4n + Crepan1 + Cocrano + Csepins + - -+ + Cro16141
(3.17)

and also corresponding mean square forecast error

MSFE (E;(x¢41)) = E {[Xt+h — E¢(X¢n)] [Xe4n — Et(Xt+h)]T} =
=0+ CQ.CT + Cy0.Ch +C3Q.CL +--- +C,10.C, (3.18)

Rewrite the expression (3.9) as
et = Aoguy = ajuyy + gty + azz, + -+ Apllpyg (3.19)

where a; is i-th column of matrix A,.
Using expression (3.19), covariance matrix 2. can be written as

Q. = AgE(wul )ALl = ajal x Var(uy) +asal x Var(uy)+
+agas x Var(ug) + - +a,al x Var(u,) (3.20)

where Var(u;) is i-th diagonal entry of matrix D.

To substitute expression (3.20) into (3.18), mean square forecast error attains
the weighted sum of variances of structural innovations

MSFE (E;(x¢41)) Z{Var ) ala + C,a; TC + Csa; TCT

+ Csaal Ci +--- + Cp_1a;a] CL_|]} (3.21)

which is directly usable for the forecast error variance decomposition (FEVD).
Unfortunately, FEVD also depends on the chosen ordering of ¢;.

5We use E;(x;11) as a shorthand for the conditional expectation E(x;yp|Y;), i.e. ex-
pectation of x;1 5, based on the past development of x; until the time t.
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3.5 Cointegration and VECM

Disadvantage of VAR (3.3) is its overparametrization inducing an increase
in the standard errors of estimated parameters. Overparametrization can be
partially resolved by the application of cross-equation restrictions concerning
the existence of cointegration. Taking into account non-stationary version of
VAR (3.3), so x; ~ I(1), and write it in the form of vector error correction
model (VECM)”, we receive

Axy =x 1 +T1AX 1 + T Axy 5 + T3 A% 3+ -+ Tpo1 Axy_py1 + &
(3.22)

where®

=_ <Im - i@) I, = (- zp: q>z-> (3.23)

i=j+1

If £, is multivariate normal, or ¢; ~ i.i.d. N(0, €2.), then using symmetric
transformation on matrix II the eigenvalues of that matrix are obtained and
based on them, one can determine the dimension of cointegration space (space
generated by the rows of matrix II); see Johansen (1988, 1991). Therefore,
let  be the dimension and let r € (0,n). Matrix II of order n and with the
rank r can be consequently decomposed into the product of two matrices

IMI=AB" (3.24)

where matrix B € M(n x r) includes coefficients of r linearly independent
cointegrating vectors and matrix A € M(n X r) contains loading parameters.’

Once the VEC system (3.22) was estimated, VAR with cross-equation
restrictions is derived as (see Liitkepohl, 2005)

Xt = g’lxt_l + \IJQXt_z + \Ijgxt_g + ...+ \prxt_p + Et (325)
where

Uy =+ L, + 11 (3.26)
U, =T, (3.28)

"In fact it is a multivariate generalization of Dickey-Fuller test.
8Matrices ®;,j=1,2,...,p, are parameters from the baseline VAR (3.3).
9M(n x r) denotes the matrix space of order n x r.
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The VAR (3.25) is appropriate for Granger causality testing among variables
in levels. In that respect, see Granger (1969) and Sims (1972). Impulse
responses and forecast error variance decomposition can also be used for
the analysis of estimated VAR (3.25), but in this case only finite amount
of parameters would be achieved within the Wold representation. In order
to prevent spurious regression, we assume a sufficiently long order of lag in
VARs discussed above and below.!® Accordingly, we use both information
criteria and autocorrelation tests for the identification of optimum lag order.

3.6 Overview of cointegration techniques

As the cointegration is largely used in the thesis, we shall give a short
overview of the time series cointegration techniques. Basically, we can distin-
guish three main approaches; classical OLS-based (Engle and Granger, 1987),
likelihood-based (Johansen, 1988 and 1991) and structural-based (Pesaran et
al., 2001). The Engle-Granger (1987) methodology, also known as the two-
step approach, involves the estimation of the long-run equilibrium equation
using a standard OLS procedure and subsequent application of the station-
arity test on regression residuals. The Engle-Granger (1987) methodology is
nevertheless appropriate and sufficient only in the case of testing cointegra-
tion for first-difference stationary bivariate random variables, because it does
not provide any way to determine cointegration rank. Additional obstacles
arise from the asymmetric nature of possible normalizations of the estimated
long-run relationship as well as from the not fully specified dynamic structure
of cointegrating regression (autocorrelated errors in the long-run equilibrium
equation). Furthermore, no distinction between a trend in the data generat-
ing process and one in the cointegration relationship is possible.

The Johansen (1988, 1991) methodology, see the section 3.5, is compre-
hensive and less restrictive compared to the Engle-Granger one. It therefore
generally allows the cointegration test for n-dimensional first-difference sta-
tionary vector variables and the possibility of more than one cointegrating
vector. This approach is based on a multivariate generalization of ADF-
factorization, using the maximum likelihood method for estimating a cointe-
gration space and the likelihood ratio test for determining its dimension. The
centre of interest is the relation among the number of non-zero eigenvalues
of the matrix of long-run multipliers, its rank and the cointegration rank.
The advantages of the Johansen (1988, 1991) methodology are a symmet-
ric attitude to all variables (eliminating the decision about exogeneity), the

0Refer to Granger and Newbold (1974) for more information about spurious regression.
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complex dynamic structure of the entire system and a power analytical tool
in the form of impulse-response functions. On the contrary, a problematic
aspect of this approach is its rather statistical nature, which leads in some
instances to a problematic economic interpretation of the estimated system.

Finally, Pesaran et al. (2001) apply some restrictions on the Johansen
system!!, and therefore we use the designation structural approach; for the
exposition of a long-run structural approach, see also Garratt, Lee, Pesaran
and Shin (2012). Restrictions consist mainly of a limitation to at most one
cointegrating vector relating to the dependent variable; except for one vari-
able, all other variables are considered long-run forcing (but this does not
mean that variables cannot be mutually Granger causal) and allow the possi-
bility of mixed I(0) and I(1) independent variables. Albeit long-run dynamics
is restricted alongside an economic theory, the short-run dynamics is left un-
restricted. Accordingly, the Pesaran et al. (2001) methodology requires,
unlike the Johansen approach, an initial consideration of which variable will
be taken as endogenous; other variables will then automatically be taken
as weakly exogenous. These weakly exogenous regressors may be mutually
cointegrated, but this is not of interest. Pesaran et al. (2001) approach is
generally known instead as the bounds-testing approach or ARDL approach.

3.7 ARDL and bounds testing

Let us assume that we have {s;}°,, a (k + 1)-dimensional vector stochastic
process, which is generated by the following VAR(p)

O(L)(sy — p—nt) =&y, teN (3.29)

Therefore, unlike previous sections, this section takes seriously the treatment
of deterministic terms. To establish a link to the baseline VAR (3.3), let
x; = s — 0 — nt be a demeaned and detrended vector process, i.e. x; is a
zero mean purely random process (without any deterministic component).!2
The matrix polynomial in the multidimensional lag operator is defined as
(L) =Ty — y 0, ©;L7, where I, is the identity matrix of order (k+ 1)
and ®; is a (k + 1 x k + 1) unknown parametric matrix. Ultimately, the
vector error term has an i.i.d. N(0, €2, distribution, with a {2, positive definite
covariance matrix.

HSee the next section for the full exact definition.

1211 previous sections the vector x; was a part of n-dimensional Euclidean space, now
just assume n = k+ 1. The purpose of this decomposition of the dimension will be evident
from the text below.
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As previously, VAR(p) from (3.29) might be rewritten in the vector error
correction form,?

p—1 p—1
As; = {—Hu + (Ik+1 - er + H) 77} —1Int +1Is, 1 + ZFJASH + &

j=1 j=1
(3.30)

<Ik+1 - Zi: ) T; = <— Xp: c1>i> (3.31)

i=j+1

where

If we partition the vector s; as (yt, zf)T, then the purpose of Pesaran et
al. (2001) approach is the conditional modeling of the scalar variable y; given
the k-vector z;, the past values {s;_ j} _;and Sp = (sl_p, ...,Sp), where Sy

are initial conditions. Conformably with s; = (yt, Z; ) , the error term ¢, is

. T : . .
partitioned as ¢, = (5yt, 52) and its covariance matrix as

I (3:32)

Wy sz

Consequently, ¢,; is defined throughout the sum of two mutually-separated
elements,
Eyt = wyzQz’zlgzt + vy (3.33)

where v; ~ i.i.d. N(0, wyp), Wop = Wy — Wy w,, and v, is independent of
€2t

Upon two crucial assumptions, namely that the roots of the lag polyno-
mial in (3.29) lie outside the unit circle or rest on it'* and that there exists
just one long-run equilibrium including the variable y; (7., = 0, see below),
the system of equations (3.30) can be simplified into the ARDL model (or
conditional ECM)

p—1
Ayt = Oé+7Tyygt—1+ (7Tyz — QTHZZ) Zt—l—"Z (’ij — QTFZ]‘) ASt_j—f—eTAZt—f—Ut

j=1

(3.34)

131t differs from (3.22) only with the inclusion of deterministic terms.

MNaturally, the variable which is treated as dependent within the ARDL model has to
be integrated of order one. In general, this assumption excludes the possibility of explosive
roots and whereas the 1(2) variables have a low probability in economics, it is often con-
cluded that the methodology does not suffer from the so-called pre-testing problem (i.e.
sometimes demanding decision, especially in the near unit root cases, concerning which
variables are I(0) and I(1)).
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where the tilde denotes trend-adjusted variables', hence g1 = (y—1 — 1, t)
and z,_1 = (z;-1 — 1. t); 0 = Q. }w,, traces out the covariance structure
within the vector s;; and the intercept « relates to the parameters of (3.30).
Finally, two partitions must be mentioned:

s Tz T
Il = ( v Hy> I =(7;,TT) (3.35)

T a2y

The null hypothesis test of no level (cointegrating) relationship between
y; and z,; is equivalent to the test of linear restrictions in conditional ECM
(3.34) in the form

Hy : Ty =0 A m,—0"1,=0" (3.36)

which is testable using the standard F-statistic

T —{RSS, — RSS

F
m RSSl

(3.37)

where m indicates the number of linear restrictions (in our case m = k + 1),
T is the number of observations and ¢ represents the number of regressors
in (3.34), so (T'— ¢) is the number of degrees of freedom of the unrestricted
regression (3.34), RSS; refers to the residual sum of squares in this unre-
stricted regression and, finally, RSSy denotes the residual sum of squares in
the restricted regression (model (3.34) with the above-stated linear restric-
tions applied).

Although the statistic (3.37) does not have and also does not converge
to a standard F-distribution, Pesaran et al. (2001) proposed bounds on the
critical values for the asymptotic distribution of that statistic. For a given
number of variables in z, (here it is k) and the significance level «, we can get
the lower and upper bounds of critical values. The lower bound is based on
the assumption that all variables in z; are I(0) and, similarly, the upper bound
on the assumption that all variables in z; are I(1). These two sets of critical
values provide critical value bounds covering all possible classifications of
z; into I1(0), I(1), and mutually cointegrated processes. If the computed
F-statistic falls below the lower bound, then cointegration is not possible by
definition; on the contrary, F-statistic exceeding the upper bound is sufficient
for drawing a conclusion about cointegration. In the third case, when the
F-statistic lies between these boundary values, the test is inconclusive and in
such circumstances, knowledge of the cointegration rank of forcing variables
z, is required to proceed further.

15We restricted the deterministic trend just to the long-run relation.
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3.8 Bayesian VAR

To this point, presented models were solely based on the observed data and
as such they are a part of the so-called frequentist econometrics. Aim of
the frequentist econometrics is to estimate the parameters of the likelihood
function of the underlying data generating process. Likelihood function of
the Gaussian VAR(p) model (3.3), baseline model of the thesis, is

1

l = " I Q|72
(¢’X) - % ‘ TXT ® s| X

X exp {—% [X — (ZT ® Ian) (/ﬂT (IT><T @ le) [X — (ZT ® Inxn) (/ﬂ }
(3.38)

where ¢ = vec(®q,...,P,), x = vec(xy,...,xr), Z = [Zo,...,Zr_1] and
Z =[x, ..., X pi1]

In addition to the data, Bayesians also include their initial guess of the
model parameters ¢ into the analysis.'® This initial guess is formulated by
the prior probability density function (prior p.d.f.). Consequently, let the
prior p.d.f. has a multivariate normal distribution

n“p/2
9(0) = (—) Vol xexp <30 - 6V o - 6) | (339)

where ¢* is the prior mean of model parameters, V, is the corresponding
prior covariance matrix, n denotes the number of variables in VAR and p
stands for the order of lag length.

There are many ways how to set the prior mean ¢* and the prior covari-
ance matrix Vy. We choose a widely known practice proposed by Doan, Lit-
terman and Sims (1984) and Litterman (1986). Assuming stationary VAR,
all AR(1) coefficients are set to have the same value of prior mean, which
is smaller than one. For AR(p), when p > 1, it holds the simple rule that
P[AR(p) = 0] — 1'" as p — 00.!® The rate of convergence is just a matter of
particular setting; see also the next paragraph. Generally, the prior value of
autoregressive parameters reflects expected or observed rate of persistence of
the studied time series. To enclose the considerations about the prior mean

16In a strict Bayesian sense, the initial guess should by no mean depend on the data.
Nowadays, there are nevertheless used priors with some empirical meaning.

"Expression P[AR(p) = 0] denotes the probability that the AR(p) coefficient equals
the zero value.

180ften, prior mean of AR(p), for p > 1, is simply set to zero.
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of model parameters, all cross-variable coefficients are set to have the value
of zero for their prior mean.
Prior covariance matrix V, is generated as

(D)2 for 1=
Vit = { (kAoy/loj)? for i#j (340)

where v;;,; is a prior standard deviation for the coefficient between ¢-th and
j-th variable and for the [-th lag. Based on this, autoregressive coefficients
are coefficients with ¢ = j and cross-variable coefficients the coefficients with
i # j. Parameter A is the prior standard deviation for AR(1) coefficients.
For other autoregressive coefficients AR(1 + 1), 0 < [ < p, prior standard
deviation equals to A/l with obvious property A/l — 0 with | — oo. Pa-
rameter x then denotes the rate of the decay of prior variance A\? for the
cross-variable coefficients, which is x-times faster than for autoregressive co-
efficients. Prior variance of cross-variable coefficients is mainly driven by the
ratio o7 /o7 (ratio of residual variances'”). In the case of the log-linear form
of VAR model, the residual variances are smaller than one. Therefore, if the
residual variance of the forcing variable (ajz) is small enough, then much of
the cross-variable dependency probably acts within the systematic part of
the model. Accordingly, the prior variance of the cross-variable coefficient
will be large enough to provide a huge space for the data in the estimation
process. Conversely, if the residual variance of the forcing variable is large
enough, then much of the cross-variable dependency is probably fostered by
the working of external shock. Now, the cross-variable coefficient in the
systematic part of the model should be near the zero and this fact is also
reflected by the prior variance.
According to the Bayesian mixing rule®

9(9lx) o< g(p)l(¢]x) (3.41)
kernel of the posterior probability density function is proportional to
1 _ o\ (- *
9(61x) o exp {—5 [<V¢1/2(¢ —0") (Vo6 -0)+

(I © ) x — (27 0 017) x} ' x (3.42)
X {(Irxr ® 95_1/2) x— (2" ® Qe_lﬂ) x}]}

Posterior p.d.f. (3.42) represents a likelihood function of Bayesian VAR
(BVAR). As the prior p.d.f. and the likelihood function are both normally

¥Diagonal entries of the matrix €.
20Prior view on ¢ is updated about the data information.
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distributed (conjugate pair), the posterior p.d.f. also has normal distribution.
Because posterior distribution has a closed-form solution, there is not neces-
sary to use numerical integration. Covariance matrix 2. frequently takes a
fixed value within the BVAR estimation, when it is easily let to be equal to
the ML estimate of residual covariance matrix of the VAR (3.3). Sometimes,
zero restrictions are also posed on non-diagonal entries of the matrix ()..
Based on the posterior p.d.f. (3.42), posterior mean of ¢ takes the form?!

o= [V, +(ZZ" 0 QY] [V, + (Zo QoY) X] (3.43)
and posterior covariance matrix of ¢ looks like this
S, = [Vl + (22" 00 Y] (3.44)

VAR (3.3) can then be looked as a special case of BVAR with diffuse (unin-
formative) prior, for which V4 — oco. If V4 — oo then also V;l — 0 and ¢
shrinks into the GLS estimator of usual frequentist VAR

0 = (22" 0 0) " (20 ) x (3.45)

and the GLS estimator of its covariance matrix

1

2GS = (22" 0 Q7)) (3.46)

For more informative treatise about Bayesian statistics and BVAR see Koop
(2003) and Liitkepohl (2005).

21Bayesian inference considers the model parameters as random variables and so they
have usual statistical distribution.
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4 Results

4.1 Money demand behavior

4.1.1 Description of the data

The data used for the research of money demand behavior come from the
databases of the Czech Statistical Office and the Czech National Bank. The
data are in the form of quarterly time series and cover the period of the first
quarter of 1998 through the second quarter of 2014. Consequently, there are
66 observations for each time series. It could be said, that the sample is
sufficient for a purpose of the estimation of long-run fundamental linkages
among the studied variables. Moreover, the period possesses the stability of
structural parameters of the Czech economy. It is also consistent with respect
to the monetary policy regime — the inflation targeting has been adopted in
the Czech Republic in January 1998. The results presented in this section
can thus be understood as a continuation of Arlt et al. (2001) and Hanousek
and Tuma (1995), based on a more reliable and more up-to-date data.
Within the research we consider both the narrow and broader money.
Narrow money are defined as the M1 monetary aggregate and so they in-
clude the currency (money in the circulation without the cash at the banks’
cash desks) and the demand deposits of non-banking residents (excluding the
government). Definition of the broader money corresponds to the M2 mone-
tary aggregate. As a result, broader money includes the whole M1 aggregate
and on top of that also the time deposits and repo operations. Credit aggre-
gate is formed by the total volume of loans provided to the domestic agents,
such as households, firms and government (including also government bonds).
Real money (credit) balances are the deflated value (by the GDP deflator) of
the respective monetary or credit aggregate. Real effective exchange rate is
measured as the number of units of effective foreign currency per one unit of
domestic currency. The weights for the computation of effective index were
based on the share of a particular country on the total foreign trade turnover
of the Czech Republic. Domestic and foreign GDP deflators were used as the
price indices. Unemployment rate conforms the ILO rules for its computa-
tion. Interest rate is proxied by the Prague interbank offered rate (know also
as PRIBOR) for the three-month deposits. Real production is measured as
the real gross domestic product (GDP) of the Czech Republic. Finally, for
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Table 4.1: Integration order of observed time series

Order of integration

Monetary aggregate M1 [(2)
Monetary aggregate M2

Credit aggregate

Real money balances M1

Real money balances M2

Real credit balances

Income velocity of money M1
Income velocity of money M2
Income velocity of credit
Three-month interest rate PRIBOR
Real production

Unemployment rate

Real effective exchange rate

—

— o = = = = = = = =
NN N N N N N N N N N T

— [\
N’ N N N e e e e e e e

== O ==

— = = = =

Note: I(-) denotes the order of integration so that the I(2) variables are
stationary in second differences, I(1) variables in first differences and
I(0) variables are stationary in levels.

Source: Own computations.

the two monetary aggregates and the credit aggregate we have computed the
money velocities, as we divided by them the nominal volume of production.
For all time series, we have tested the presence of seasonality. It was the case
of only the real production and all three money velocities. The seasonality
was therefore removed for these time series and the TRAMO/SEATS method
was used for this purpose. Notice also that all the time series are in natural
logarithms when enter into the model.

4.1.2 Stochastic properties of observed time series

Before the actual analysis of the main questions of this section, we would like
to mention stochastic properties of the observed time series. These properties
largely determine the way in which a research is conducted. In particular, the
first-moment stationarity of time series is the most important and therefore
Table 4.1 contains the results of Augmented Dickey-Fuller tests.! Regarding
this, all the time series were expressed in natural logarithms, which frequently
lead into a linearization of possibly non-linear deterministic trends and it also

'For a space saving the detailed numerical results are not reported, but they are avail-
able upon request.
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induces stationary within the second moments.

To start with the monetary aggregates, Table 4.1 shows that these ag-
gregates are stationary up to the second differences. It means that changes
in the money supply, and in its rate of growth as well, have permanent ef-
fect on the future development of money in the circulation. This outcome
corresponds to the inflation targeting regime, which has been used by the
Czech National Bank since January 1998. In fact, it should be expected for
any central bank conducting policy based on the rules rather than discretion.
Beside the monetary aggregates, credit aggregate attains stationarity on the
first differences. Therefore, growth rate of loans was stable over the observed
period and until the 2005 it reflected the growth rate of real production.
After that year, growth rate of loans was higher than growth rate of real
production.

Comparing the development of both monetary aggregates with the de-
velopment of corresponding real money balances on Figure 4.1, we observe a
high degree of similarity.? This is mainly due to a visual dominance of deter-
ministic trends of observed time series. Looking at the stochastic behavior,
one realizes substantial differences. Real money balances in the broader sense
(defined through M2 aggregate) exerts the trend stationarity and therefore
they are stable along the deterministic trend and are also easily predictable.
The volume of this balances changes only slowly and economic agents de-
mand them in accordance with the evolution of their long-run needs. During
the demand, economic agents are not systematically affected by economic
disturbances.

On the contrary, real money balances in the narrow sense (within M1
aggregate) are first-difference stationary.® Different order of integration be-
tween money balances in the broader and narrow sense can be explained by
a portfolio re-optimization effect, which comes into play after an influence
of economic shock. The essence of portfolio re-optimization effect consists
in the existence of financial instruments with a similar level of liquidity and
risk as money have, but with a higher level of interest. These instruments
are mainly the time deposits and treasury bills. Actually, they are the time
deposits which might explain the difference in order of integration between
M1 and M2 real money balances, because in a consequence of interest-rate
changes the M2 aggregate only adjusts its structure, but M1 aggregate differs
in volume.*

Regarding money velocities, they are first-difference stationary as well;

2The same also applies for credit aggregate and real credit balances.
3The same also holds for the real credit balances.
4To remind, M2 aggregate includes the time deposits, but M1 does not.
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Figure 4.1: Observed time series - first group
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Source: Czech Statistical Office, Czech National Bank.
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Figure 4.1: Observed time series - second group

(c) Income velocities
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see Table 4.1. It can be assumed that these velocities absorb a part of dise-
quilibriums in the economy. Downward linear trend of the velocities is linked
to improvements on the Czech financial market during the time and it re-
lates to a growing importance of speculative demand. Relationship between
speculative demand and economic development was first observed by Polak
(1957). Increased importance of speculative demand was further strength-
ened by observed tendencies towards a higher risk of financial instruments.
Riskiness of government bonds during the European debt crisis may serve as
an example. A faster decline in income velocity M1 is due to a greater sensi-
tivity of the narrow money to the interest rate; this is in accordance with the
above mentioned portfolio re-optimization effect. The interest rate attains
stationarity on the first differences, which reflects its role as an operating
target within the inflation targeting regime — the monetary policy based on
the mid-term trends rather than on a fine tuning the economy. To complete
the list of variables, notice that the real production, unemployment rate and
real effective exchange rate are all first-difference stationary.

Considering the existence of common stochastic trends, we construct the
VAR model with the usage of following variables®: real money balances M1
(M/P), real production (Y), rate of unemployment (u), rate of interest PRI-
BOR 3M (i), and the real effective exchange rate (REER). All of the vari-
ables have the same order of integration; see Table 4.1. Table 4.2 presents
the results of estimation of the VAR for a varying lag order and the differ-
ent structure of deterministic components. More specifically, it includes the
values of computed information criteria and the values of test statistics from
Ljung-Box autocorrelation tests. The VAR was estimated both on levels and
on first differences. As Table 4.2 shows, Akaike information criterion (AIC)
indicates the value of two as an optimal lag order for the VAR in levels and
without deterministic linear trend. On the other hand, Schwarz Bayesian
criterion (SBC) recommends the value of one in this specification. But ac-
cording to the autocorrelation tests, VAR(1) is insufficient for the description
of persistence in level variables.’ For the VAR with linear deterministic trend,
AIC indicates the order of three as optimal, whereas SBC remains at the or-
der of one. Also in this case, VAR(1) is insufficient due to the presence of
autocorrelated residuals. If we compare the information criteria for the VAR
model with and without the deterministic linear trend, both AIC and SBC
speak for the specification with linear trend. This conclusion is supported
by Figure 4.1. To describe the behavior of growth rates, so the stationary
variables;, VAR(1) with constant seems to be appropriate; see Table 4.2.

SParentheses contain the shortcuts for a simplification of further writing.
6 Autocorrelated residuals are detected in three equations.
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Table 4.2: VAR representation of observed time series

VAR(p) with constant for variables in levels
Information criteria ~ 4th-order Ljung-Box Q-stat for the equation

p AIC SBC M/P Y u i REER
1 -20.3252  -19.2871* 2.90 4.99 19.47%FF 11.17*+* 8.75%
2 -20.4632* -18.5599  0.68 7.41 4.32 3.73 4.64
3 -20.4547 -17.6863  3.21  3.20 0.73 3.94 4.10
4 -20.2863 -16.6529 4.89 2.87 0.37 4.26 0.99
5 -20.2575  -15.7589  4.06  6.09 2.32 2.23 0.44
VAR(p) with constant and linear trend for variables in levels
Information criteria  4th-order Ljung-Box Q-stat for the equation
p AIC SBC M/P Y u i REER
1 -20.7034 -19.4922* 1.74 2.05 15.36***  8.69* 8.39%
2 -20.6738 -18.5975 1.66 6.99 4.48 4.45 2.36
3 -20.7496* -17.8083  3.10 2.43 0.71 3.32 0.93
4 -20.5198 -16.7133  3.72 3.33 0.47 1.58 0.59
5 -20.4600 -15.7884  3.71 5.58 2.29 1.32 0.55
VAR(p) with constant for variables in first differences
Information criteria  4th-order Ljung-Box Q-stat for the equation
p AIC SBC M/P Y u i REER
1 -20.1013*% -19.0541* 1.01 5.14 5.28 6.37 6.42
2 -19.8499 -17.9301  1.57 11.13 1.37 4.82 3.36
3 -19.8847 -17.0922 090 2.34 0.57 3.20 0.22
4 -19.7846  -16.1195 229 1.81 0.76 1.97 0.17
5 -19.6958 -15.1581 1.91 4.06 0.94 0.53 0.02

Note: Star at the information criteria signifies the minimal value, or the optimal lag
order. Stars at the Ljung-Box autocorrelation tests indicate when the test statistic
exceeds the critical value x?_, (4) and they are used in the following manner: * for
significance at 10 %, ** for significance at 5 %, and *** for significance at 1 %.

Source: Own computations.
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4.1.3 Estimated money demand function
and its implications

Definition of the real money balances used for the econometric investigation
corresponds to the M1 aggregate. Two reasons can be raised for that decision.
First reason is rather technical and consists in the order of integration of the
narrowly defined real money balances. Stationarity at the first differences
of the real money balances M1 enables to differentiate between short-run
fluctuations and long-run trends. Above that, this demand is not immune to
the action of economic disturbances and therefore it also allows to observe
the adjustments to these shocks. In contrast, the real money balances M2
are stationary in levels and therefore they do not move significantly away
from the long-run trend. As such, the broad demand for real money bal-
ances can be explained by the steady-state development of forcing variables
(determinants of money demand).

Table 4.3 includes pairwise correlations between the steady-state vari-
ables, where real production, unemployment rate, interest rate and real ef-
fective exchange rate were considered as the determinants of M2 money de-
mand. Steady-state development of the forcing variables was derived through
the Hodrick-Prescott filter; see Hodrick and Prescott (1997). As follows from
Table 4.3, the demand for real money balances M2 (RM2 in Table 4.3) coin-
cides with the real production from 96 %, with the unemployment rate from
79 %, with the interest rate from 81 %, and with the real effective exchange
rate from 91 %.” Demand for the real money balances M2 reacts positively
to an increase in the real production and the real effective exchange rate,
but negatively to an increase in the unemployment rate and the rate of in-
terest. Except the unemployment rate, all remaining variables influence the
demand for real money balances in expected way. Regarding the statistical
significancy, all estimated coefficients are significant at the five-percent level.

Second reason for the choice of real money balances M1 is the content of
monetary aggregates measured by the Czech National Bank. Apart from the
currency and demand deposits, M2 aggregate includes also the time deposits
and repo operations. If we take into account the usual definition of money,
where they are defined as the funds with a high degree of liquidity, minimal
risk (consisting only in a high rate of inflation) and zero yield held by the
non-banking residents, the M2 aggregate obviously does not fit well into
this definition. The most contentious are the repo operations, which need
not be transform through the credit creation into the hands of non-banking
agents. For their lower level of liquidity and non-zero yield, the time deposits

"Notice that the relationships are not necessary direct in nature.
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Table 4.3: Determinants of real money balances M2

RM2 Y u 1 REER

RM2 1 0.9579 -0.7846 -0.8119 0.9078
(26.6916)  (-10.1238) (-11.1258) (17.3160)
[< 0.0001] [<0.0001] [<0.0001]  [< 0.0001]

Y 1 -0.8885 -0.8468 0.9859
(-15.4900)  (-12.7360) (47.1340)
[<0.0001] [<0.0001]  [< 0.0001]

u 1 0.5493 -0.8921
(5.2588) (-15.7950)
[< 0.0001] [< 0.0001]

i 1 -0.8515
(-12.9912)
[< 0.0001]

REER 1

Note: Correlation coefficients are based on the steady-state developments of ob-
served variables, which were derived through the Hodrick-Prescott filter. Paren-
theses include the test statistics (for the test of the null p = 0) computed as
T = (r\/n -2 )/(\/1 — 72 ), where n is the number of observations used for the
computation of pairwise correlation r. Values in square brackets are the corre-
sponding two-sided probabilities of the Student t-distribution with 64 degrees of
freedom.

Source: Own computations.
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Table 4.4: Results of the Johansen test for cointegration

Trace test
Eigenvalue Test statistic Critical value  Probability
0.5227 116.0417 88.8038 0.0002
0.4073 69.4468 63.8761 0.0158
0.2752 36.4956 42.9153 0.1888
0.1256 16.2164 25.8721 0.4753
0.1159 7.7587 12.5180 0.2720

Eigenvalue test
Eigenvalue Test statistic Critical value  Probability

0.5227 46.5950 38.3310 0.0045
0.4073 32.9512 32.1183 0.0345
0.2752 20.2792 25.8232 0.2275
0.1256 8.4577 19.3870 0.7788
0.1159 7.7587 12.5180 0.2720

Note: Critical values are computed based on MacKinnon, Haug and
Michelis (1999) and they correspond to the 0.05 probability.

Source: Own computations.

should be considered rather as a quasi money as well. To summarize, the M2
aggregate is undesirable for its internal heterogeneity.

Let us now explore the existence of cointegrating relationships inside the
VAR of variables M/P, Y, u, i, REER. Based on Table 4.2 we used the
VAR(3) with constant and trend, and the Johansen approach for testing of
cointegration (see Johansen (1988,1991)). Results of the cointegration test
are summarized in Table 4.4. Both trace test and eigenvalue test of the ma-
trix IT jointly declare the existence of two linearly-independent cointegrating
vectors. According to the Granger theorem (see Engle and Granger, 1987),
the VEC representation can be estimated consequently. See Appendix A in
that respect. Moreover, upon the existence of cointegration we might ap-
ply the cross-equation restrictions on the parameters of unrestricted VAR.
Estimated VAR with cross-equation restrictions then looks as follows
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= p+ Bt +Vix, 1+ Voxy o + Usxy 3+ &y,

where

Xt = (Mt/PmY;nUt,it’REERt)T
w= (2.718, —1.199,1.775, —14.725, —4.417)T
b= (0.004, —0.002,0.003, —0.019, —O.OOG)T

0.423
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—0.087
—0.536
0.214
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0.047
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0.087

0.018
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—1.278

1.029
0.149
0.198
0.687
1.317

—0.085
1
—0.435
—-0.139
—0.015

—0.162
0.005
1.033

—0.695
0.017

0.036
—0.002
0.219
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0.009

0.096
0.009
—0.278
0.224
0.026

—0.246
—0.435
1
—0.046
—0.235

—0.057 0.792
0.012  0.052
—0.046 —0.136
1.114  —-0.691
0.023  0.995
0.006 —0.367
—0.029 —0.156
0.102  0.908
—0.375 —0.899
—0.023 —0.362
—0.027  0.455
0.011  0.069
—-0.128 —0.013
0.210  0.920
0.013 —0.083
—0.056 0.318
—0.139 —0.015
—0.046 —0.235
1 0.026
0.026 1
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The VAR (4.1) was derived with the aid of expressions stated in the
section 3.5 and with the usage of estimated VECM in Appendix A.® At
this moment, we shall also mention the two equilibrium relationships. First
equilibrium is the long-run demand for the real money balances M1 in open
economy and has the form

M
5= 4.5995 4 0.0084¢ — 0.0708u — 0.19877 + 2.0728REER (4.9)

Accordingly, the relationship between M/P and i, and between M/P and
REFER as well, confirms the initial assumptions. Increase in the interest
rate therefore leads in equilibrium into a decrease in the demand for real
money balances M1; irrespective of whether from the speculative or transac-
tion motive. On the other hand, appreciation of the real effective exchange
rate’ affects the demand for real money balances M1 positively and leads
into its increase. In a conflict with the initial assumption seems to be the
relationship between real money balances M1 and the rate of unemployment.
Against the two previous ones, this relationship is statistically insignificant;
see Appendix A. Notice that the negative link was also revealed between
unemployment rate and real money balances M2. According to our analy-
sis the precautionary motive is rather procyclical than countercyclical. This
outcome probably binds to the expectations of economic agents. As rational-
expectation agents realize the different phases of business cycle, they hoard
the precautionary savings during a boom and spend them during a recession.
Based on estimated elasticities in the equation (4.9), real effective exchange
rate exhibits the most profound influence on the demand for real money bal-
ances M1. It reflects the high degree of capital mobility and the working
of uncovered interest rate parity. Beside the elastic demand with respect to
the real effective exchange rate (elasticity equals 2.1), the demand for real
money balances M1 is inelastic with respect to the interest rate (elasticity
equals 0.2).

Equation (4.9) also implies that there is no direct link in equilibrium
between the demand for real money balances M1 and real production (volume
of transactions). That link is only mediated by other variables in the system
(interest rate, real effective exchange rate and unemployment rate) and by
the existence of second equilibrium. The second equilibrium reminds the
open-economy IS curve

Y =14.0159 4+ 0.0171¢ — 0.0024w + 0.1486: — 0.2317TREER (4.10)

8The derivation is more difficult with a presence of deterministic components; see Pe-
saran et al. (2001) for more information.

9ncreased purchasing power of the domestic currency with respect to foreign goods
and services.
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but this interpretation is cumbersome due to a positive slope of the IS curve
(with respect to the interest rate).! Hence, we have tried to change the
position of real production and the interest rate in equation (4.10) to reach
the following

t = —94.3197 — 0.1151¢ 4 6.7295Y + 0.0162u + 1.5592REER (4.11)

Equation (4.11) then acts as a monetary-policy reaction function with re-
spect to the real economy.!' For endogeneity of interest rate in the second
equilibrium speaks also the value of loading parameter; Appendix A provides
a comparison with other variables. Relationship between interest rate and
real production is the only statistically significant in the equation (4.11).

To consider both equilibriums together, one can see that the growth of
real production leads into an increase in the interest rate with a follow-up
decrease in the demand for real money balances M1. Negative indirect link
between the real production and the demand for real money balances M1 is
confirmed by the estimated impulse responses; see Figure 4.2. Absence of
the direct connection between the real production and real money balances
M1, together with the observed negative relationship between money bal-
ances and unemployment rate, encourage us to believe that money demand
depends on the business cycle rather than on the level of real production
itself. Consequently, real money balances are demanded with respect to a
ratio of the actual volume of transactions to the volume of transactions at the
natural level of production, rather than along to the current level of trans-
actions. This hypothesis implies a variation in the money velocity, which
poses a higher rate of persistence. As stated above, the persistence in money
velocity was actually revealed in the Czech Republic. Unemployment rate
therefore substitutes the output gap in equation (4.9). Figure 4.3 measures
the goodness of fit of that proxy. To conclude, economic agents demand more
money balances in the upswing of economic activity and demand less during
the downturns.

However, taking into account the elasticities from equation (4.9), sensi-
tivity of the demand for real money balances to the business cycle is very low
(elasticity takes the value of 0.07). We thus come to the conclusion that a
large part of the transactions demand is probably constant over time and its
influence on the equilibrium demand for real money balances concentrates

10GSigns at the real effective exchange rate and unemployment rate are in line with
economic theory.

1Tt is usual in the flexible inflation targeting regime that a central bank reacts not only
to the development of inflation but also to the development of real economy. That does
not impose a mismatch between the number of monetary policy targets and the tools for
their achievement, because the inflation is targeted in a medium term.

29



Ph.D. Thesis: Essays on Empirical Economics Martin Girtler

Figure 4.2: Impulse responses of the demand for real money balances M1
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Note: Figure includes the generalized impulse responses of the demand for real money
balances M1 to one standard deviation shock in a specified variable. Vertical axis is
measured as the percentage ratio and the horizontal axis is in quarters.

Source: Own computations.

mainly within the intercept.'? It entitles us to think about a certain level
of saturation of the transactions demand and about its achievement in the
Czech Republic. If we additionally assume that the opportunity costs of
holding money play a role in the determination of transactions demand only
in the situation of higher interest rates (see Tobin, 1956), the evolution of
money demand as a whole depends crucially on the speculative demand. De-
velopment of the interbank interest rate in the Czech Republic during the
period under the review is captured on Figure 4.1. Higher interest rate might
be observed just at the beginning of the period.

Granger causality tests (see Appendix B) show strong interdependence
among the observed variables. The exceptions are the unemployment rate
and real production, and the interest rate and real effective exchange rate.
Unemployment rate does not Granger cause the real production and simi-
larly the rate of interest does not Granger cause the real effective exchange
rate. Due to this strong interdependency and because of the some large non-
diagonal entries of matrix €2, in the VAR (4.1), the usage of usual orthogonal-
ized impulse responses is somewhat tricky. We can expect a great dependence
of these orthogonalized impulse responses on the ordering of vector ;. In

12This applies for the transaction motive rather than for the precautionary one.
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Figure 4.3: Unemployment rate as a business cycle indicator
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Source: Czech Statistical Office; own computations.

fact, there are 120 options how to order the vector € in VAR (4.1). For that
reason we chose to capture the pass-through of the shocks by the generalized
impulse responses. Figure 4.2 includes the generalized impulse responses for
the real money balances M1 and Figure 4.4 for the real production, rate of
unemployment, interest rate and real effective exchange rate. Interpretation
of Figure 4.2 is similar to the foregoing. Figure 4.4 indicates the existence of
feedback between the demand for real money balances and the real effective
exchange rate. So, the appreciation of real effective exchange rate enforces
an increase in the money demand and this increase is followed by a further
appreciation. The feedback (together with the descending interest rates) can
be a factor behind the long-run upward trend of the demand for real money
balances and also partly behind the long-run tendency of the real effective
exchange rate to appreciate.

Obstacles raised against the application of orthogonalized impulse re-
sponses remain also valid for the variance decomposition of forecast error.
We therefore avoid this analysis for its imprecise results. Finally notice that
Appendix C contains the generalized impulse responses for the growth rates
of observed variables.'® As Appendix C presents, the growth rates are mu-
tually independent. For example, shock to the growth of interest rate does
not influence a growth path of the demand for real money balances. In fact
the same holds for a shock to the growth of unemployment rate and the real
effective exchange rate.

13Because of the stationary of these variables, VAR(1) with constant seemed to be the
most appropriate.
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Figure 4.4: Impulse responses of other variables - real-economy variables

(a) Impulse responses of real production
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Note: Generalized impulse responses to one standard deviation shock in a specified
variable. Vertical axis is measured as the percentage ratio and horizontal axis is in
quarters.

Source: Own computations.
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Figure 4.4: Impulse responses of other variables - monetary variables

(c) Impulse responses of interest rate
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(d) Impulse responses of real effective exchange rate
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Note: Generalized impulse responses to one standard deviation shock in a specified
variable. Vertical axis is measured as the percentage ratio and horizontal axis is in

quarters.

Source: Own computations.
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4.2 Macroeconomic consequences of
exchange-rate devaluation

4.2.1 Trade balance model and the data

A trade balance model in the long run or a long-run equilibrium model can

be defined as

tbt = (50 + (Slt + (52 ydt + 53 yft + 54 reery + (55 PRBt + 56 LRBt + vy,
vy ~ii.d. (0,02) (4.12)

where tb; is the logarithm of the Czech trade balance expressed as exports of
goods and services to the rest of the world over imports of goods and services
from the rest of the world.**

The logarithm of domestic income in the small open economy, labeled as
ydy, is computed in the following manner

yd, = log(RGDP, + BI, + BT, + TT}) (4.13)

RGDP; represents the Czech Republic’s gross domestic product at constant
prices, BI, is the balance of incomes deflated by the GDP deflator'®, BT,
is the balance of transfers, also deflated by the GDP deflator'¢, and 7T} is
the income effect of a change in the terms of trade. We compute the income
effect of a change in the terms of trade as

TTt =

v, (E%, 1) "
t t t

where NX; denotes the difference between exports of goods and services
EX; and imports of goods and services IM;, P,°X is the index of export
prices and, similarly, P,/ the index of import prices, and finally P, is the
arithmetic average of the two previous price indices.

The index expression is chosen because of its logarithmic tractability.

5Under the balance of incomes we consider the difference between interests, profits and
dividends (generally, income derived from the ownership of assets) received from abroad
and those paid abroad. Balance of incomes forms a sub-balance of the current account of
the balance of payments.

16Balance of transfers is defined as the difference between unilateral receipts from abroad
and unilateral payments sent abroad. Balance of transfers is also a sub-balance of the
current account of the balance of payments.
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Figure 4.5: Contributions to the Czech economic growth
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Note: Contributions to the year-on-year growth of GDP. The reported data are at
constant prices and are seasonally adjusted.
Source: Czech Statistical Office; own computations.

Figure 4.6: Development of net export
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Note: At constant prices and seasonally adjusted.
Source: Czech Statistical Office; own computations.

As a proxy for foreign income we chose the EU-27’s gross domestic prod-
uct at constant prices, or its logarithm. This choice is clear if we say that
about 70 % of total turnover of the Czech foreign trade in the year 2013 was
realized with EU-27 countries. The variable reer; is the logarithm of the
real effective exchange rate of the Czech koruna, weighted by a share in the
Czech foreign trade and deflated by the GDP deflator. An increase in reer;
indicates appreciation of the Czech koruna relative to a basket of foreign
currencies, while a decrease indicates its depreciation. PRB; denotes the
Prague Interbank Offered Rate on three-month Czech koruna deposits and
LRB, stands for the London Interbank Offered Rate on dollar deposits with

65



Ph.D. Thesis: Essays on Empirical Economics Martin Girtler

Table 4.5: Data sources for the trade balance model

Source of the data

Export, import, trade balance Czech Statistical Office
Czech gross domestic product Czech Statistical Office
EU-27 gross domestic product Eurostat

Exchange rates Czech National Bank

3M PRIBOR Czech National Bank

3M LIBOR Federal Reserve Economic Data
Price indices Czech Statistical Office
Balance-of-payments items Czech National Bank

three-month maturity. Therefore PRB, represents the domestic interest rate
and LRB;, its foreign counterpart.'” All variables were observed with quar-
terly frequency over the first quarter of 2000 through the first quarter of 2014.
Where it was necessary, seasonality was removed using the TRAMO/SEATS
method. Sources of the data are described in Table 4.5.

The real effective exchange rate, as well as the domestic and foreign in-
come, are usually chosen as regressors in the trade balance model. This
statement is supported by the papers cited in the section 2.2. In addition,
we also choose the foreign and domestic interest rates as factors which could
influence the volume of export and import through the export and consumer
loans; in other words through the intertemporal substitution. A decrease in
interest rates also stimulates investment, with a subsequent positive effect on
the export potential of a domestic country or on its competitiveness towards
the foreign imports. Especially in small open economies, export credit can
play an important role. Insomuch as the export is a significant factor in the
growth of these economies, export credit is often supported by the govern-
ment. As an illustration, Figure 4.5 provides a picture of the contributions
of expenditure components to the Czech economic growth and Figure 4.6
includes the development of the real net export during the examined period.

It follows that the influence of domestic interest rate on the behavior of
trade balance could be ambiguous. If we concentrate on a decrease in the
interest rate, it could imply both an increase in the export by an increase
in the export credit and as well an increase in the import due to increased
consumer loans.'® The situation is similar for the foreign interest rate; a

"We do not express the interest rates in logarithms, because we prefer to interpret their
changes in percentage points, i.e. as simple differences rather than as growth rates.
18The reverse applies to an increase in the domestic interest rate.
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decrease causes an increase in the supply of foreign exports, a decrease in
their price, and the subsequent growth of demand for foreign exports in
domestic country. In the same time, decrease in the foreign interest rate
stimulates the demand for domestic exports due to the increased foreign
consumer loans. In theory, the above stated assertions are derivable with
the aid of intertemporal trade model, which is enclosed by the multi-period
optimizing agents. See Obstfeld and Rogoff (1996) in that respect.

For the income, the general wisdom is that if income goes up then the de-
mand for imports increases as well. But income growth could also be due to
a development in the import competing sectors, leading to a consumption be-
ing switched from the imported goods to domestic goods. So the ambiguous
also prevails in the case of incomes. The nature of the relationship between
the real effective exchange rate and the trade balance is the subject of this
research, where the tested statement says that the effect of real effective ex-
change rate depreciation is negative in the short run, and the positive effect
occurs only after a time delay, i.e. in the long run. Long-run equilibrium
(4.12) also contains the time vector, as we assume that the equilibrium is
a dynamic or moving one. Our assumption is supported by the empirical
evidence, because if we look at the behavior of studied variables (see Figure
4.7), we can see the trending behavior in all of them. Thus, it is possible to
expect that this behavior will also be shared by the long-run equilibrium.

The income in a small open economy defined by the expression (4.13) and
(4.14) instead of the usual real gross domestic product is used, with an inten-
tion to include aspects related to the foreign direct investments (FDIs) and
the terms of trade. The impact of FDI inflow on an economy is undoubtedly
positive, but it can at the same time overestimate the level of domestic in-
come; mainly after the FDIs are put into service. Again the foregoing applies
to small open economies, especially the transition ones. Even if FDI firms
produce in the domestic economy, many of their profits go abroad, with an
inevitable deficit in the balance of incomes.

The development of balance of incomes, balance of transfers and terms
of trade in the Czech Republic is shown in Figure 4.7. You can see that the
development of balance of incomes and the terms of trade is not negligible.
During the period 2000-2014, the deficit in balance of incomes to nominal
GDP was about 5 % on average.!” The influence of the balance of transfers
on the current account was marginal, but we included it for the completeness.

At the end of this section, the real effective exchange rate of the Czech
koruna is related to the nominal CZK/EUR exchange rate, which is the key
exchange rate for the Czech economy and, moreover, the Czech National

Y Computed from seasonally adjusted quarterly data.
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Figure 4.7: Selected macroeconomic indicators

(a) Domestic and foreign economic activity
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Source: Czech Statistical Office, Czech National Bank, Eurostat, Federal Reserve System.
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Bank uses this market for its interventions. The procedure will be very sim-
ple. First, we state the formula for the bilateral real exchange rate between
the Czech Republic and the euro area

0, = ER, x HICP,
"~ HICP;

(4.15)

where ER; is the nominal exchange rate CZK/EUR expressed as the number
of units of foreign currency per unit of domestic currency and HICP; or
HICP; is the harmonized index of consumer prices for the Czech economy,
or euro area economy, respectively. Expressing the real exchange rate (4.15)
in logarithmic form we get (lowercase letters indicate natural logarithms)

qi = ery + hicp, — hicp; (4.16)

Now specify the first-order approximation of ¢,

0q¢ dq; . dq, .
Aq, o~ A Ah — ———— X A hicp} ~
1 Oer X Aeret Ohicp, . b Ohicp; % ‘Pt
8qt aQt aqt
~ A _— — co(4.17
der, x e Ohicpy . Ohicp} X (417)

where 7, refers to the Czech inflation and 7; to the euro area inflation, as
soon as the increments in hicp, and hicp] are infinitesimal.

If we assume a high correlation between reer; and ¢, (actually, the cor-
relation coefficient equals 0.95%°), we can estimate the following regression
using the standard OLS technique?!

Areery =0.001 4+ 0.766 A er, + 0.155 A hicp; — 0.238 A hicp; + e
(0.002) (0.068) (0.193) (0.302) (4.18)

ey ~i4.d.N(0,07),  6.=0.012
X (4) = 3.426,  \iynie (9) =8.084, x%5(2) =1.331, R*=0.73
Therefore, under the condition of the zero inflation differential between the

Czech and euro area economy??, one-percent depreciation of the nominal ex-
change rate CZK/EUR causes, on average, a depreciation of the real effective

20Weight of the euro in the basket of currencies for calculating the real effective exchange
rate is 68.4 %.

21Gtandard errors in parentheses.

22 Average inflation differential between the Czech and the euro area economy, i.e. 7; —
[, computed as the quadratic mean of yearly inflation differentials based on quarterly
data has been in reality during the observed period equal to 1.41 pp.
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exchange rate of the Czech koruna of about 0.7 percent. The extent of the
response corresponds to the weight of Eurozone used in the computation of
the real effective exchange rate; the outcome expectable in the sticky-price
environment.

4.2.2 Estimation of the trade balance model

The first task of empirical analysis is to find a common data generating pro-
cess (henceforth DGP) for the level values of the observed variables. We have
estimated a total of three groups of specifications of the VAR(p) process (3.3),
which mainly differ in the included deterministic terms; see Table 4.6. The
maximal tested lag order was set to 5. The selection of the most appropri-
ate DGP was based on the value of Schwarz Bayesian information criterion
(SBC) and Akaike information criterion (AIC), together with the results of
the Ljung-Box Q-tests. Both information criteria speak in favor of including
both constant and trend in DGP. This is in accordance with the observed
trending behavior; see again Figure 4.7. On the other hand, the information
criteria differ in the recommended optimum lag length of DGP (3.3).

The SBC criterion in all three groups chooses order 1 as the most suitable
order of lag length, in contrast to AIC, which chooses order 4. But a prob-
lem with VAR(1) are the autocorrelated residuals in some equations, which
indicate that this lag length is too short, with a potential threat in the form
of a spurious regression. As Table 4.6 shows, the threat is most serious in the
specification with constant and trend where, at the 0.05 significance level,
two equations suffer with autocorrelated residuals. So instead we take into
account the results of Akaike criterion and choose VAR(4) with constant and
trend as the most appropriate specification.

As a consequence, we achieve the concrete form of conditional error cor-
rection model useable for the bounds test of cointegration (see also the section

3.7)
Atbt:Co+7T17%t_1+7T2§(3t,1+7r3§‘/ft,1+’ﬂ47%\é}t_1+

3
+75 PRBy .+ 76 LRB 1+ Y _ 1 Athy;+

=1

3 3 3
+ szi Ayd_; + szi Ayfii+ Z?Mi Areery_;+
i=0 i=0 i=0

3 3
+) ¥siAPRBy_;+ Y ¢ ALRB;+u; (4.19)

=0 i=0
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Before to step further, two things should be mentioned. Firstly, we did
not forget the need to exclude the possibility of an explosive root in the
data generating process of any variable. After separation of the influence of
deterministic terms, all variables were tested by the Augmented Dickey-Fuller
test both on their levels and first differences, with the conclusion of difference
stationarity in all cases, or symbolically I(1) for all variables. Numerical
results are not reported in the text, but they are available on request.

The second important thing to consider is the choice of the form of equa-
tion (4.19), i.e. the choice among restrictions posed on the deterministic
terms of that equation; see Pesaran et al. (2001) and within it the pages
295-296. The regressions without a trend was soon implicitly excluded, be-
cause of the presence of linear trends in the level values of observed variables.
Thus the decision between restricted or unrestricted trend remains. Although
regression with unrestricted trend implies a linear trend in the cointegrating
relation, at the same time it also implies a quadratic trend in the levels of
the observed variables, and is therefore inappropriate. As you can observe
above, we choose the regression with unrestricted intercept and restricted
trend, where the variables with a tilde denote detrended levels. The major-
ity of previous studies on the J-curve phenomenon simply ignores trending
behavior, and most often estimate regression with no trend. But because the
cointegration is based exclusively on common stochastic trends, if the de-
terministic ones are not explicitly excluded, this may result in a conclusion
confirming cointegration, even if it is not true. The results of the estimation
of unrestricted ECM (4.19) are summarized in Table 4.7.

Now it is possible to test for the level relationship using the bounds testing
procedure. For testing of the null hypothesis generally declared by (3.36),
the computed F-statistic for six restrictions and 23 degrees of freedom in
unrestricted regression equals 5.92. In this case the critical value bounds,
according to Pesaran et al. (2001, pp. 301, Case IV), for five forcing weakly-
exogenous variables are 2.49 and 3.38 at the 0.1 significance level, 2.81 and
3.76 at the 0.05 significance level, and 3.50 and 4.63 at the 0.01 significance
level. At all three levels of significance, the existence of a cointegrating
relationship was thus confirmed. In relation to this, Pesaran et al. (2001,
pp. 312) noted, “ ... it is important that the coefficients of lagged changes
remain unrestricted, otherwise these tests could be subject to a pre-testing
problem”. Unfortunately, this was not fully respected in some preceding
articles. The fact that restrictions on conditional ECM (4.19) cannot be
applied before cointegration testing does not mean they cannot be applied
after that. On the contrary, this provides a suitable approach to achieve
the most parsimonious model for estimation of short-run dynamics and level
effects.
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Table 4.6: Data generating process for the set of observed variables

Information criteria

VAR(p) without any deterministic term
4th-order Ljung-Box Q-stat for the equation

p AIC SBC th yd yf reer PRB LRB
1 -22.79 -21.44* 5.94 7.24 5.08 7.87* 2.82 8.60*
2 -23.44  -20.74 2.73  12.39** 1.72 5.19 6.15 12.92%*
3 -23.49 -19.44 3.86 8.65* 1.25 3.64 2.97 7.14
4 -24.48* -19.07 2.39 3.97 2.39 2.31 4.14 7.73
5 -24.33 -17.57 3.72 5.75 0.91 1.70 4.19 10.01%*
VAR(p) with constant
Information criteria 4th-order Ljung-Box Q-stat for the equation
p AIC SBC th yd yf reer PRB LRB
1 -23.07 -21.49* 5.98 6.91 5.47 6.99 2.89 9.71%*
2 -23.73 -20.81 2.49 13.20** 0.85 5.11 7.64 13.10**
3 -23.93 -19.65 3.75 7.89% 1.50 3.72 6.57 6.64
4 -24.86* -19.23 2.41 4.53 3.57 2.22 3.12 7.82%
5 -24.80 -17.82 3.41 6.75 2.42 2.13 4.89 11.70**
VAR(p) with constant and trend
Information criteria 4th-order Ljung-Box Q-stat for the equation

p AIC SBC th yd yf reer PRB LRB
1 -23.73 -21.93* 5.87 8.19* 3.48 14.92*** 248 9.66**
2 -24.15 -21.00 2.55 13.34*** 0.85 7.98%* 7.16  16.28%***
3 -24.64 -20.14 3.51 9.17* 1.40 5.22 6.57 4.87
4 -25.36* -19.51 2.12 4.48 3.53 3.11 3.65 8.03*
5 -25.25 -18.05 4.39 7.21 2.85 5.28 7.10 9.89**

Note: * at information criteria indicates the minimum value; in other columns, stars
indicate the significance level at which the ) statistic exceeds the critical value of the
x%(4) distribution: * for the 0.1 significance level, ** for the 0.05 significance level, and

*** for the 0.01 significance level.
Source: Own computations.
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Table 4.7: Baseline unrestricted error-correction model

Conditional error-correction model

Lagged levels

Lag th yd yf reer PRB LRB
1 -0.6648%**  (0.4778%* -0.1163  -0.3713**  0.0024 -0.0025
Lagged differences
Lag th yd yf reer PRB LRB
0 0.3545***  -0.1536 0.0336 -0.0096 0.0220***
1 -0.0950 -0.0611 -0.8055%* 0.1608 0.0195** -0.0056
2 0.1305 -0.2178%* -0.3158 0.0829 -0.0092 0.0141%*
3 0.1069 -0.3665***  -0.6773* 0.1629 0.0059 0.0005
Constant term 0.0089**
Akaike information criterion -350.58
Schwarz Bayesian criterion -291.47
Autocorrelation test 7.0769
Test of conditional heteroskedasticity 6.6954
Normality test 2.0271
Standard error-correction model
Error-correction term -0.6373***
Lagged differences
Lag th yd yf reer PRB LRB
0 0.2010 -0.2201 0.1910**  -0.0093 0.0114**
1 0.1481 0.1325 -0.7804** 0.0402 0.0165* -0.0118%*
2 0.4120** -0.0446 -0.2771 -0.0794 -0.0107 0.0080
3 0.2644 -0.1496 -0.1181 0.0075 0.0051 0.0006
Constant term 0.0028
Akaike information criterion -330.47
Schwarz Bayesian criterion -281.22
Autocorrelation test 1.5612
Test of conditional heteroskedasticity 11.0683**
Normality test 0.9821

Note: * indicates significance at the 0.1 level, ** at the 0.05 level, and *** at the 0.01
level. For diagnostic tests, the test statistics are reported; all test statistics have a x?
distribution. Serial correlation is tested up to the fourth order and the LM test is used
for it. Also conditional heteroskedasticity is tested up to the fourth order, with the
usage of McLeod-Li test. Finally, Jarque-Bera test is used for the test of normality.

Source: Own computations.
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The best restrictions of short-run dynamics®® of conditional ECM (4.19)
are reported in Table 4.8. What is most important is that if we compare the
estimated parameters reported in Table 4.7 and Table 4.8, we realize that in
most cases the type of short-run dynamics restriction applied does not affect
the signs of the estimated parameters — both short-run and long-run. Even
the magnitudes of the corresponding parameters are very similar. So we
can consider our results to be sufficiently robust. For all models, diagnostic
tests are performed (see Table 4.7 and Table 4.8), specifically the test of
serial correlation, test for possible conditional heteroskedastic effects, and
test of normality. Of course, the test of autocorrelated residuals is the most
important, and its result relates to the correct choice of lag-length order in
VAR system (3.3). From this perspective, only Model 2 may be problematic.

Regarding the J-curve phenomenon, the large part of past research con-
siders the signs and significance of the short-run coefficients of the exchange
rate. One serious objection might be raised to this practice. As has been
said, the J-curve phenomenon covers the relationship between the short-run
and long-run reaction of the trade balance to depreciation (devaluation) of
the exchange rate. But if the information criteria are employed for the selec-
tion of the maximal lag length of DGP represented by (3.3), or for selection
of the most parsimonious restriction of (4.19), then a conclusion based only
on consideration of the short-run parameters must be wrong in most cases.
The reason is simple; in most cases, a chosen optimal lag length which re-
moves the problem of autocorrelated residuals, with very low probability, will
be greater than one for yearly data, four for quarterly data and twelve for
monthly data. Therefore, the short-run period may not be long enough to
provide space for a long-term positive effect.

Making an economic interpretation of the estimated parameters, we can
say that in the short run the effect of a depreciation of the real effective
exchange rate on the trade balance is clearly negative (remember that a
decrease in reer indicates its depreciation and increase its appreciation). The
immediate impact of an increase in domestic income on the trade balance is
positive, but it is replaced by the negative effects, if lags are considered. On
the contrary, an increase in foreign income has a strictly negative effect on
trade balance behavior. And finally, the nature of the linkages between the
trade balance and both interest rates is mixed. The significances then differ
according to model.

It is not possible to read the estimated long-run relations directly from
Table 4.7 or Table 4.8; first we must compute the long-run multipliers. When
we realize that the long-run or equilibrium relations are related to the model

ZMeasured by information criteria.
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Table 4.8: Some restricted conditional error-correction models

Model 1 Model 2 Model 3 Model 4 Model 5
Constant 0.0059* 0.0029 0.0108%**  0.0067***  0.0069**
Lagged levels
lag
th 1 -0.8226*** -0.7552%F*  _0.5621%** -0.2250 -0.3519**
yd 1 0.5280%FF  0.3921***  (0.4716%** 0.2541* 0.3333%*
yf 1 -0.1060 -0.0395 -0.1318* -0.0958 -0.1111
reer 1 -0.3973***  -0.2802***  -0.4020*%**  -0.2072**  -0.2644**
PRB 1 0.0028 0.0056 -0.0037  -0.0106***  -0.0107**
LRB 1 -0.0014 -0.0003 -0.0037** -0.0007 -0.0015
Lagged differences
lag
th 1 0.0205 0.0467 -0.2692%* -0.2334* -0.1006
2 0.2817* 0.3948%** 0.2376
3 0.1751 0.2362*
yd 0 0.3509%%*  (0.3550%**%  0.2346%* 0.1524
1 -0.0913 0.0453 -0.0744
2 -0.2096* -0.1893* -0.0439
3 -0.3594%FF  _0.4043***
yf 0 -0.5079
1 -0.8055%** -0.7490*** -1.3337*F** _1.2511°%%* _1.4281%**
2 -0.2353 -0.8030** -0.2578
3 -0.4786 -0.9264***
reer 0 0.0428 0.0367 0.0513 0.0654
1 0.1953 0.0908 0.3118%**  (0.2616** 0.3425%*
2 0.0976 -0.0372 0.2687*** 0.2203*
3 0.1548 0.0309 0.1466
PRB 0 -0.0117* -0.0121°%* -0.0084
1 0.0157* 0.0095 0.0224%***  0.0187***  (0.0198***
2 -0.0124 -0.0159** -0.0060
3
LRB 0  0.0227***  0.0227***  0.0114** 0.0062
1 -0.0055 -0.0069 -0.0098* -0.0070
2 0.0141%* 0.0137** 0.0081* 0.0041

3

Note: See Table 4.7.

Source: Own computations.
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Table 4.8: Some restricted conditional error-correction models - continuation

Information criteria and diagnostic tests

Model 1 Model 2 Model 3 Model 4 Model 5

AIC -352.82 -353.52 -343.88  -342.59  -334.27
SBC -299.62 -306.23 -306.44  -306.45 -296.48
Autocorrelation 7.7914  12.3862**  0.6196 3.3446 3.4567
Heteroskedasticity  5.6609 8.7902* 3.3035 5.6536 1.1897
Normality 1.2260 2.3141 3.5462 1.1099 1.4007

Note: See Table 4.7.
Source: Own computations.

in the steady state, then we can reduce regression (4.19) to its steady-state
form?*

0:CO+W1ﬁ)+ﬁ2§&+ﬂ3ﬁ+ﬁ4@"+ﬂ5%+ﬂ6@ (420)

The reader can identify this procedure with the well-known normalization of
the cointegrating vector. The long-run relationship has thus the following
general form?’, and the numerical values of the long-run multipliers might
be acquired from Table 4.9

th=00+0,yd+0syf +0s7cer + 0, PRB + 605 LRB (4.21)
where 6;, 7 =1,...,5, are long-run multipliers computed as®®
g, = — it (4.22)
T

Accordingly, the effect on the trade balance in the long run of an increase
in domestic income and a depreciation of the real effective exchange rate
is positive, and conversely, the effect of an increase in foreign income and
foreign interest rate is negative. Long-run multipliers for the domestic rate
of interest differ in sign throughout the models, but on average are negative.
The average long-run exchange rate elasticity equals 0.6333, and therefore it
is relatively high.

Comparing the domestic income elasticity with the foreign income elastic-
ity, one can easily realize that the former is at least three times to the latter.

24In derivation we only use the definition of steady state.

25Upon the assumption about weak exogeneity or long-run forcing nature of effective
exchange rate, both incomes and both interest rates.

269 equals —co /1.
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Table 4.9: Long-run multipliers

yd yf reer PRB LRB
Model 0 0.7187*%  -0.1749  -0.5585%* 0.0036 -0.0038
Model 1 0.6419***  _0.1289  -0.4830*** 0.0034 -0.0017
Model 2 0.5192%*F  _0.0523  -0.3710%** 0.0074 -0.0004
Model 3 0.8390***  -0.2345* -0.7152%** -0.0066 -0.0066**
Model 4 1.1293* -0.4258  -0.9209**  -0.0471***  -0.0031
Model 5 0.9471*%%  -0.3157  -0.7514**  -0.0304** -0.0043
Average 0.7992 -0.2220 -0.6333 -0.0116 -0.0033

Note: Model 0 denotes the baseline unrestricted model.
Source: Own computations.

This, in certain respects, is a reminiscent of the finding of Houthakker and
Magee (1969), and it also highlights the importance of income growth for the
trade pattern proposed by Johnson (1958). Both works have been already
cited in the section 2.2. Alongside the sign of estimated income elasticities,
the income growth improves the ability of import competing industries and
export industries, respectively, rather than to lead into greater imports (in
the long run). It applies for both domestic and foreign economy. This fact
may be associated to the transitional phase of the Czech economy which
covers a large part of the studied period (or maybe all of it, if taken more
broadly).?” During that period the economy tends to export goods with a
greater added value?® and consequently the trade balance in monetary terms
improves. It does not necessarily mean that the import does not go up as
well, but the influence of value added prevails. This conclusion is not spe-
cific just for the Czech Republic, on the contrary it was observed for many
countries experiencing some type of transition (see for instance Wang et al.
(2012) for the case of China). Regarding significances, the foreign income
growth is statistically insignificant, opposite to the domestic income and the
exchange rate.

Computed average elasticities for the interest rates are almost identical
to the estimated long-run multipliers. Particular values are -0.0126 for the
domestic rate and -0.0036 for the foreign rate.? From the long-run perspec-

2TPace of the Czech transition in the 90s and early 2000s was substantially different.
While the 90s witnessed an extensively discontinuous development leading into param-
eter instability, the development in the early 2000s was rather continuous and gradual,
characterized by qualitative improvements.

28Simultaneously, it frequently leads into a decrease in the value of imports.

29Because we have not expressed the interest rates in logs initially, we can’t interpret
the estimated long-run multipliers as elasticities, as in other cases. Instead, we use usual
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tive, the interest rates are statistically significant only in the models with
simpler internal dynamics (see further).

In relation to the J-curve phenomenon, we consider a practice consist-
ing in the combined inference based on both short-run coefficients and a
long-run multiplier, rather than only on short-run coefficients (due to the
objections mentioned above), as the better way to identify J-curve within
post-devaluation behavior of the trade balance. In conformity with this, we
can infer from our present results the existence of the J-curve phenomenon
in the Czech economy.

4.2.3 Hysteresis and impulse-response analysis

As the existence of a level relationship has been already confirmed, we can
also construct standard error correction models in the Engle-Granger sense.
For this purpose, we use the long-run equilibrium relation defined above by
(4.12), or more precisely its residuals representing deviations from the long-
run equilibrium.*® The general form of the standard Engle-Granger ECM is
the following

p q
Atby = [+ Zﬁh‘Atbt—i + Zﬁm‘Aydt—z“l—
i—1 i=0
+ ZB?&iAyft—i + Zﬂm;A?”GeT‘t—i + ZB52‘APRBt—i+
i=0 i=0 =0

+Y BaALRB, i+ piy_y + 7, 7 ~iid N(0,02) (4.23)

=0

where p, ¢, r, s, u, and v correspond to the choice of lag length in the con-
ditional error correction models. The estimation of standard Engle-Granger
ECMs is presented in Table 4.7 and Table 4.10, for unrestricted model and
its various restrictions, respectively. It may be observed that in all cases, the
parameter p has the correct sign and is significant on at least the level 0.1,
which supports error-correcting behavior. The magnitudes of six reported p
imply that a deviation from steady-state development of the trade balance

formula for the elasticity computation 6; z,/y, where the bar over variable indicates a
sample average.

30In relation to this, it is necessary to emphasize that it is not possible to use (4.21) in-
stead of (4.12) for computation of equilibrium errors. Relationship (4.21) is a deterministic
one and therefore has no stochastic (error) element. The fact that residuals from regres-
sion (4.12) are in most cases serially correlated here only represents a natural property of
equilibrium errors.
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is corrected during one quarter within the range of 30 to 70 percent (with a
full recovery after 2-4 quarters).3!

Using this procedure, by which we mean the bounds testing for cointe-
gration and the subsequent construction of a standard Engle-Granger ECM,
we bypass the deficiencies of the cointegration test defined by Engle and
Granger (1987), and instead get involved with a more powerful tool defined
by Pesaran et al. (2001). The greatest advantage of the latter is, from our
point of view, the possibility of testing cointegration in a fully dynamically
specified model (without autocorrelated residuals) as well as more efficient
estimation of both the short-run and long-run parameters, which are esti-
mated together in one step. A conditional ECM is therefore appropriate for
the investigation of direct short- and long-run linkages between regressand
and its regressors. By contrast, a standard Engle-Granger ECM is a very
good description of short-run dynamics, which allows for the precise mea-
surement of how short-run dynamics responds to past deviation from the
overall long-run equilibrium.

We will exploit the estimated standard error correction models in Ta-
ble 4.7 and Table 4.10 for yet another purpose specifically, for the inclusion of
hysteresis effects in our understanding of trade balance behavior. Demirden
and Pastine (1995) may have been the first and perhaps also the only ones,
who emphasized that drawing a conclusion about the J-curve phenomenon
based on direct interpretation of the estimated parameters is not so straight-
forward.?? Hysteresis signifies that the current state of a dynamic system
depends on its previous state or states, i.e. a system with the property of
hysteresis has an obviously nonzero autoregressive part. But if we want to
investigate relations in this system in a comprehensive form, we need to take
hysteresis into account.

Perhaps the best way to do it is through the impulse-response analy-
sis, a common tool in multivariate approaches but unusual in univariate ap-
proaches. Due to the use of IR analysis, we may assign a date to the response
or, in other words, say how long the long run is, a question which cannot be
answered in the conditional ECM environment. From the significance of (at
least some) autoregressive parameters in Tables 4.7, 4.8 and 4.10, as well as
from the sample autocorrelation function described in Table 4.11, it is possi-
ble to deduce that hysteresis effects are not negligible for the description of
trade balance behavior, at least for the studied Czech Republic. Generally,
the hysteresis of trade balance easily follows from staggered contracts in the

31Under the condition that the original equilibrium remains unchanged, see the next.

32The objection of Demirden and Pastine (1995) relates to feedback effects which may
occur between regressand and regressors and thus invalidate the univariate approach. The
authors do not deal with hysteresis.
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Table 4.10: Standard error-correction models

Model 1 Model 2 Model 3 Model 4 Model 5

Constant 0.0022 0.0029 0.0070*%%*  0.0042** 0.0024
EC term -0.6611%*%* -0.7035%**  -0.3753**  -0.3251** -0.2717*

Lagged differences

lag
tb 1 0.1225 0.1457 -0.0953 -0.1250 0.1430
2 0.4822***  (0.5061*** 0.3620**
3 0.3060%* 0.3399**
yd 0 0.1769 0.1715 0.1738 0.1806
1 0.0892 0.1069 0.0959
2 -0.0359 -0.0566 -0.0265
3 -0.1246 -0.1303
yf 0 0.0023
1 -0.8985%**  _(0.8090***  -0.9907*** -(0.8873*** _(0.9127***
2 0.1392 0.0590 0.4034
3 0.0072 -0.4841
reer 0 0.1637** 0.1576** 0.1313 0.0711
1 0.0543 0.0649 0.0550 0.0216 0.0692
2 -0.0328 0.0088 0.0486 -0.0502
3 0.0025 0.0278 -0.0126
PRB 0 -0.0071 -0.0060 -0.0070
1 0.0174**  0.0187*** 0.0115* 0.0141** 0.0150**
2 -0.0084 -0.0073 -0.0130*
3
LRB 0 0.0107** 0.0114** 0.0068* 0.0111**
1 -0.0112* -0.0114* -0.0080* -0.0083*
2 0.0070 0.0075 0.0016 0.0068
3
Information criteria and diagnostic tests
AIC -332.73 -337.19 -319.94 -335.88 -327.11
SBC -289.38 -299.75 -292.35 -309.78 -299.26
Autocorrel. 1.5246 1.3061 5.5962 4.2657 3.9971
Heteroskedast. 3.5705 2.0995 3.4069 2.4672 1.2150
Normality 0.7069 0.6460 1.2475 1.1930 2.1286

Note: See Table 4.7.
Source: Own computations.
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Table 4.11: Sample autocorrelation function of the trade balance

Lag 1 2 3 4 5 6
Levels 0.93 0.8 0.79 0.70 0.64 0.58
Differences -0.14 0.11  0.07 -0.29 -0.01 -0.15
Lag 7 8 9 10 11

Levels 0.53 0.49 045 0.41 0.36

Differences 0.15 -0.20 -0.03 0.05 -0.06

Note: Numbers in the first row indicate the lag, and in the
second and third rows follow autocorrelation coefficients.

Source: Own computations.

international trade.

We formulate an impulse-response and cumulative impulse-response func-
tion (hereafter also IRF and CIRF) in the following way, where we assume
that {7,};°, is the sequence of mutually independent and identically dis-
tributed random variables, with Cov(A yd;_;, ) = 0, Cov(Ayfi_i, 7¢) = 0,
Cov(Areery ;,7;) =0, Cov(A PRB_;,7;) =0, and Cov(A LRB,; ;,74) =0
fulfilled simultaneously for all ¢ and <. In fact, in this case the 7, is just a
measurement, error.

At first we define a mean-value data generating process for Atb,

p q
Eo(Ath|3,0)) = Bo+ > Brlthei+ > Bodydii+
i=1 =0
+ ZB&'Ayft—i + ZBMAT@@THH + ZBsz'APRBt—H-
=0 1=0 =0
(tbo +) Atbi) —th,
1=0

+ZBG¢ALRBt—i+ﬁ , t=1,2,3,...
i=0

(4.24)
with the O, information set of observed values of the exogenous variables
at time ¢, ©; = {Ayd;, Ayfi, Areer, APRB;,ALRB; :t > 1}, with the
initial conditions
Atbt:Aydt:Ayft:Areert:APRBt:ALRBt:O for t<1
f)t,1 = tbt,1 — ﬁ)t,1 =0 for ¢ S 1

where {ﬁ)t :t > 0} is the set of fitted values derived from long-run equilib-
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rium regression (4.12), and with

5: {/8076117"'7/811776207‘"752(175307"'7637“7
5407"'7B4s7ﬁ507"'7ﬁ5u76607"'756v7ﬁ}

the set of OLS estimates of parameters from regression (4.23) (not all must
be nonzero).

An additional data generating process, which is base on (4.24), has the
form

p
Ei(Ath,|8,0,%) = Bo+ Y BriAth i+

=1

+ Zﬁm {Aydi—i + [Eyalt — 1) X Gya]} +

=0

+ > B {Ayfii+ €yt — i) x 6,7} +
=0

+ ZBM {A reery—; + [freer(t - Z) X &reer]} +
=0

+ Zﬁm {APRB i+ [{prB(t — 1) X 0 prB|} +

1=0

+ Zﬁ&' {ALRB_; + [{rrB(t — i) X 6LrB]} +

1=0
(tb0+ZAtbi)—tbt_1], t=1,2,3...

- (4.25)

+5

where ¥ = {6 4,0 yf, 0 reers 0 PrB, 0 LR} 18 the set of sample standard devi-
ations of observed exogenous variables, or more precisely of their first differ-
ences, and £, is an indicator function for a particular independent variable
with properties defined below.

Now, the impulse-response function itself can be defined as

IRF(w) = By (Athjsw | 3,050, 8) — Eo(Athisw | 3,040) (4.26)

where j is a fixed non-negative integer and w = 0,1, ... or w € Ng*3, and we

33With Ny we denote the set of natural numbers extended by the number zero.
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can choose just one z3*, x € {yd, yf,reer, PRB, LRB}, such that

fxwww={§§§§j§;j (4.27)

where for non-chosen x applies £, (t — i) = 0 for all ¢ — i.
Similarly, the cumulative impulse-response function is defined as

CIRF(w) =Ei(Athjyy | 8,010, 2) — Eo(Athjy | B,0)40) (4.28)

where j is a fixed non-negative integer and w = 0,1,... or w € Ny, and we
can choose just one z, x € {yd,yf,reer, PRB, LRB}, such that

(1 t—i>
51(“”‘{0 i t—i< (4.29)

where for non-chosen = applies £,(t — i) = 0 for all ¢ — 4. The influence of
initial conditions fades out with increasing j.

To be more precise in our reasoning, we will be more abstract for a mo-
ment. Therefore, let (Q;, F;, A¢) be a measure space, where {2, is some
fixed set of possible states of nature or the economy, “observed” in time
t; F; is a o-field of all subsets of 2;; and A, is a Lebesgue measure on
F;, for which additionally A\;(€2;) = 1 for all ¢. Under the assumption, all
sets in F; are Lebesgue-measurable. Let the both mean-value data gener-
ating processes (4.24) and (4.25) be a function f; : Q; — R and let f; be
Lebesgue-measurable. In a similar way, we can define another measure space
(Q4, F/, N,) which differs from (€, F;, A\;) only in that the set Q denotes
the set of possible states of the economy for which it can be observed a tem-
porary exogenous shock, i.e. there exists j such that Q; # Q} for ¢ > j and
simultaneously Q} — Q; as |t — j| — 00.% For t < j we have Q; = Q,
both measure spaces are therefore identical in this case. After that, the
impulse-response function then corresponds to the difference of two mean-
value data-generating processes, i.e.

IRF@) = [ Faia) @ = [ frfep) A, we
Jjtw Jtw
(4.30)

341f we choose more than one z, then it is not possible to separate effects (impulses) of
different regressors to regressand. The same reasoning also applies in the next case of the
cumulative impulse-response function.

351t is hard to define mathematically the convergence of two sample spaces. The reader
can think about that as a greater and greater similarity of two sets.
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The expression (4.30) is naturally non-zero only for w € Ny.%¢
Equivalently, the cumulative impulse-response function coincides with

CIRF(w) = [ fu@lo) Wi = [ foalopn) Ay weT

j+w Jtw
(4.31)
where (Q},F/, N]) is the measure space which differs from (€, F;, A\¢) as
the set (2} represents the set of possible states of the economy for which a
permanent exogeneous shock may be observed; thus there exists 7 such that
Q, # QY for t > j, but in contrast to the previous Q) - Q, as |t — j| — oc.
The measure spaces (€, F;, A¢) and (Q7, F/, \}) remain identical for ¢ < j.

In everything we have said, we have assumed f; = f/ = f” on S, where
S=0Q,Nn QN QY and for all t. Furthermore, if f;, f/, f/’ € L?, where L?
denotes the Hilbert space of square-measurable functions®’, then we assume
that there exists ¢ such that ||f; — f/[l2 < € and [|f; — f/|l2 < ¢ for all
t > 7.5 Alternatively, ||f; — f/ll2 < € and || f; — f|l2 < € on S¢ for all ¢.%
From the above, we know || f; — f/[l2 = 0 and || f; — f/"[|]o = 0 for all £ < j.
This premise related to the dynamic stability of expectations will be further
discussed (see the section 4.3.2), and its validity will be check empirically. In
our concrete case, all the functions f;, f/ and f,” take the form of a standard
error-correction model in the Engle and Granger (1987) sense.

After explaining the methodology, we can proceed to empirical analysis
and trace the response of trade balance to one-standard-deviation shock in
a particular regressor. The responses of the trade balance to one-standard-
deviation shock (either temporary or permanent in nature) in the real ef-
fective exchange rate are included in Figure 4.8. In fact, it is minus-one-
standard-deviation shock in the real effective exchange rate which is thought
to simulate the effects of depreciation. Responses vary according to the im-
posed lag restrictions, but we may generally conclude that they support the
J-curve phenomenon. Considering a one-time shock (development of IRF's),
positive effects occur as early as the second quarter and disappear after eight
quarters or two years. Model 0 to 2 and Model 5 have more complex dynam-
ics; see Table 4.12. So the first three IRFs in Figure 4.8 also show a rather
marginal deterioration of the trade balance after eight quarters.

The shape of the cumulative impulse-response functions in Figure 4.8

36The same applies for the expression (4.31), see the following paragraph.

unctions for which the expression 2 is finite, for some measurable set E.
3TFuncti f hich th i 5 2d\)? is finite, f ble set
38The domain of the functions must be extended to Q; U Q) in the first case and to
Q; U QY in the second.
39Using De Morgan’s law, the set S ¢ is defined as S¢ = (2,)¢ U (Q2})¢ U (Q})¢. For
ormal accuracy, assume the sets Q,, Q} an are elements of some universal set.
formal the sets Q;, ) and Q7 are elements of iversal set
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Figure 4.8: Impulse responses for the real effective exchange rate
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Note: The solid line traces IRF and the dashed line CIRF in all cases. MO denotes
Model 0 (or unrestricted standard EC model), and, similarly, M1 Model 1, M2 Model 2,
and so on (or restricted models). Responses correspond to minus-one-standard-deviation
shock (i.e. representing depreciation) in the real effective exchange rate, where

Greer = 0.0227 (standard deviation computed on the first differences). Dating on the
horizontal axis is related to periods in which a reaction is observed rather than to the
argument of IRF, or CIRF. So the first period refers to the period in which a shock
occurs for the first time, namely IRF(0) or CIRF(0), and the second period is then
equivalent to IRF(1) or CIRF(1), and so on.

Source: Own computations.
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Table 4.12: Dynamic properties of estimated standard EC models

Root no. 1 Root no. 2 Root no. 3
Model 0 0.9146 -0.3833 + 0.37714 -0.3833 - 0.3771:
(in modulus 0.5377)  (in modulus 0.5377)
Model 1 0.9586 -0.4180 4+ 0.3801+¢ -0.4180 - 0.3801+¢
(in modulus 0.5650) (in modulus 0.5650)
Model 2 0.9962 -0.4253 4 0.4004 ¢ -0.4253 - 0.4004 ¢
(in modulus 0.5841) (in modulus 0.5841)
Model 3 -0.0953
Model 4 -0.1250
Model 5 0.6774 -0.5344

Source: Own computations.

relates to a permanent shock in the real effective exchange rate, or to a never-
ending sequence of its depreciation. Although both IRF and CIRF converge
to the zero, the main difference between them is that the IRF simulates the
convergence to the original equilibrium and the CIRF to the new one. So,
we already know that the exchange-rate depreciation has a positive effect in
the long run (based on estimated long-run multipliers; see Table 4.9) and
CIRFs tell us something about the pass-through to this new equilibrium.
In this sense the Model 3 to 5 clearly speak for the J-curve phenomenon
because the trade balance goes from a short-run deterioration to a long-run
improvement. As previously, the models with complex dynamics (the first
three cases in Figure 4.8) do not generate just one-sided transition but also
some short-run improvement can be observed.

Comparison of IRFs and CIRFs in Figure 4.8 reveals that there exists an
extensive delay of trade balance improvement if the depreciation, or maybe
rather devaluation, is considered as permanent. The delay amounts up to
two or three years according to the model considered. Moreover, CIRFs are
smoother than IRFs. The perception of the devaluation by the public as
permanent will probably be the case in the exchange-rate-peg monetary pol-
icy regime or a type of exchange-rate commitment. However, it takes a time
than the commitment gains a credibility, and than agents fully incorporate
the new conditions into their expectations. Unlike temporal depreciation,
the permanent loss of external purchasing power provides a greater space for
optimization. Actually, a temporal change in exchange rate does not necessi-
tate any change in production, probably opposite to the permanent change.
The previous therefore promotes a slower and smoother (cautious) response
of the trade balance.
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Mathematical derivation of IRF and CIRF for the real effective exchange
rate can be found in Appendix D (IRF) and Appendix E (CIRF). The deriva-
tion procedure of both functions is the same for other variables and is left
as a possible exercise. Impulse-response functions and cumulative impulse-
response functions for other four exogenous variables are reported in Ap-
pendix F — for models with the best Schwarz Bayesian criterion, and in
Appendix G — for models with the best Akaike information criterion.

4.3 Microeconomic consequences of
exchange-rate devaluation

4.3.1 Data and model

As in the section 4.2, we use conditional error correction (CEC) models and
bounds testing for cointegration to investigate the J-curve phenomenon on
the level of individual industries and trading partners. At the same time,
there is used the same practice as proposed in the section 4.2, including
the concurrent consideration of both short and long run parameters when
identifying the J-curve. We also employ the impulse response analysis defined
in the section 4.2.3. So, the model for particular industry or particular
trading partner takes the form*°

Atby =co+mithy1 +moyd, | +7syf, 1 +Taqe1 +msirdf,_ +

1 1 1
+ Zwli Atb,_; + Z¢2i Ayd,_; + ngi Ayfi i+

1 1
Y WA qe + > s Airdf vu, (4.32)
=0 =0

where tb; is the index of export over import when considering the trade with
particular foreign partner and the index of import over export when consid-
ering the trade of particular industry. This, at the first sight confusing choice
for the expression of trade balance, is due to a different type of quotations
for the real effective exchange rate of the Czech koruna and the bilateral real
exchange rates with respect to the Czech koruna. Whereas the real effective
exchange rate is computed as the number of units of effective foreign cur-
rency per one unit of domestic currency, bilateral real exchange rates are the

40As in the section 4.2, variables with tilde denote the detrended levels.
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amount of domestic currency paid for the unit of foreign currency.*! Weaken-
ing of the domestic currency therefore causes a decrease of the real effective
exchange rate and an increase of the bilateral real exchange rate. As a con-
sequence, the J-curve hypothesis assumes the negative short-run parameters
of trade balance with respect to exchange rate and the respective long-run
multiplier with positive sign — it holds for both industry and bilateral trade.
Although the notation of trade balance could be confusing, the results will
not be, and this was the main intention. Exchange rate is denoted as ¢; in
the model (4.32). It takes the form of the real effective exchange rate for the
study of industry trade and the bilateral real exchange rate for the study of
trade with particular partner.

Regarding the scope of research, we have researched 13 most important
partners in foreign trade of the Czech Republic and the trade of 58 Czech
industries (equivalent to 58 SITC trade classes).*> The list of investigated
industries is evident from Appendix I and it covers most of the two-digit
SITC trade classes. From trading partners are researched Austria, Belgium,
France, Germany, Hungary, Italy, the Netherlands, Poland, Slovakia, the
United Kingdom, the United States, the Russian Federation and China. They
were chosen according to the value trade structure of the Czech Republic in
the year 2013; in this respect see Figure 4.12. Because of the substantial scope
of the investigation, we rest on the unrestricted models rather than to search
for particular restriction. In all cases, symmetric maximum lag order of model
(4.32), consisting in the value of one, provides a very good approximation.
Resting on unrestricted models, contemporaneous coefficients were naturally
included as well.

Period under the review ranges from 2000 to 2013, by observation per
each quarter. In the case of countries in the Eurozone, conversion ratios at
the time of entrance were used to receive consistent time series of bilateral
exchange rates. As in the section 4.2, yd; denotes the domestic income and
yfi the foreign income. The same also remains their empirical content, so
yd, is based on equation (4.13) and (4.14), and yf; is the European Union
real GDP. Opposite to the model (4.19), model (4.32) does not include the
domestic and foreign interest rate separately but in the form of the interest
rate differential (denoted as irdf;). In the analysis, interest rate differen-
tial is taken as the difference between 3-month Prague Interbank Offered
Rate (PRIBOR) and 3-month dollar-deposit London Interbank Offered Rate
(LIBOR). The reasoning for the interest rate differential is similar to the
inclusion of domestic and foreign interest rates in model (4.19). In line with

41GDP deflators were used as the price indices in all cases.
428TTC means the Standard International Trade Classification.
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the mentioned intertemporal trade model, positive interest rate differential
fosters the domestic country to run a current account deficit at present, with
a promise of current account surplus in the future. For modeling purposes,
all mentioned time series were transformed into the natural logarithms and
where necessary, they were seasonally adjusted by TRAMO/SEATS method.
Sources of the data are the same as in the section 4.2 and can thus be found
in Table 4.5.

4.3.2 The threat of Lucas critique

As stated previously, the models for both bilateral and industry trade were
estimated over the horizon of the years 2000 to 2013. Estimated models
were properly diagnosed, and no potential danger for the reliable statistical
inference was found. It can thus be expected that from a statistical point
of view, our analysis is correct within the sample. What may impair the
applicability of our results outside of the sample, or to the ZLB economy, is
the perception of the liquidity trap as a structural break.*> Another possi-
ble source of parameter instability could be the switch to the exchange-rate
commitment.**

In this case, out-of-sample parameter instability is closely related to the
Lucas (1976) critique. If the ZLB economy or the installation of exchange
rate commitment leads to a change in policy behavior then, according to
Lucas (1976), a change in the value of parameters is highly probable because
of a shift in the expectations of private agents. The delay between the start
of the investigation and the time of collecting results provides us with a
chance to authenticate this suspicion empirically. In fact, we use aggregate
quarterly data from the period 2000-2015 to test the parameter instability
with the aid of standard econometric tests, namely Chow tests (Chow, 1960)
and CUSUM tests (Brown, Durbin and Evans, 1975; or also Ploberger and
Kramer, 1990).5

As results of the CUSUM tests show, see Figure 4.9, under some speci-
fications of the model (4.32), or also model (4.19), the prediction errors are
pronounced and explode outside the 95 percent bounds. A substantial in-
crease in the prediction errors can be observed roughly from the year 2012
— the year of the beginning of the zero lower bound in the Czech Republic.
The performed Chow tests tell the same story, when they find the evidence

43Zero lower bound (ZLB) on nominal interest rates started to be binding for the Czech
economy since Autumn 2012; see the section 2.4 for an in-depth description.

440ne side exchange rate commitment was introduced by the Czech National Bank in
November 2013; see the section 2.4.

45Concretely, we had only the first two quarters of the year 2015.
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Figure 4.9: CUSUM tests for parameter stability
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Figure 4.10: Probabilities arising from the Chow tests

ARDL( 30,310,310 31)
ARDL(2 2/0 210,210 210)
ARDL(1 1/0,1/0,1/0,10)
ARDLGE3333)

ARDLR22222)

ARDL(1,1,1,1,1)

ARDL(1,3.3,3/0,1/0)

oy 2014g1 201501
ARDL(3,3.3/0,10) | g 2w 20

200 2007q1 200 2009q1 2010
Bt ol 8o Gl o

ARDL(1,332/0,200) 2005
g 20031 2004 q

Note: The dashed red plane displays the 0.05 significance level. If the colored surface,
capturing p-values based on the Chow tests, lies beneath the dashed red plane, the
evidence for a structural break is sufficient.

Source: Own computations.

90



Ph.D. Thesis: Essays on Empirical Economics Martin Girtler

of a structural break in all the tested specifications; see Figure 4.10.%% This
finding therefore supports the contention about a certain type of discontinu-
ity between the pre-ZLB era and the ZLB period itself. It is then clear that
the conclusions drawn from this work must be applied very carefully to the
ZLB economy.

In a specific case of the trade balance model, it is possible to believe that
the parameter drift relates to exchange rate commitment rather than to the
virtually zero interest rates. The fact that the exchange rate regime matters
with respect to the J-curve has a relatively strong basis in the previous re-
search. See for instance Warner and Kreinin (1983), who compare results of
the J-curve investigation for the Bretton Woods period and a follow-up float-
ing era, and find substantial discrepancies. At least, the establishment of an
asymmetric exchange rate commitment actually removes the exchange-rate
risk from exporters; it may therefore induce a behavioral change. A change
in behavior likely occurs in the negotiating of new contracts for international
trade.

4.3.3 Country- and industry-specific elasticities

Going to the results of investigation on micro level, trade of the Czech Re-
public with a particular foreign partner might be considered first. Table 4.13
summarizes the estimated long-run relations. Based on a steady state, a
real-exchange-rate depreciation of the Czech koruna would probably affect
positively the trade with Austria, Belgium, Germany, Poland, Slovakia, the
United States, the Russian Federation and China. Conversely, a negative
impact could be expected for the trade with France, Hungary, Italy, the
Netherlands and the United Kingdom. The existence of a steady state has
been statistically confirmed for almost all countries, see Appendix H. Ap-
pendix H also provides an estimation of conditional error-correction (CEC)
models.

46The Chow test might suffer from a beginning-/end-point bias. If the division is per-
formed at some point near the beginning or the end of the sample, then the conclusion
about a structural break could be biased due to an insufficient observation number in
one of the subsamples. Sometimes the subsample is so small that the estimation of sub-
regression is impossible (because of a degrees-of-freedom insufficiency). Here the Chow
predictive variant may serve, and it works on a similar basis as the CUSUM test. In fact,
we have used the Chow test in sequential searching for a structural break. Quandt (1960)
and Andrews (1993) propose a systematic procedure for testing for a structural break
observed at an unknown date. But employing the QLR test we have reached the same
conclusion.
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Table 4.13: Long-run multipliers for trade with a particular foreign partner

Country yf yd rer irdf

Austria 1.7778  -1.2825 0.5095  0.4206
Belgium -1.3954 1.2002 0.9916 -0.0565
France -0.2454  0.6039 -0.4710 0.0436
Germany -0.0997 0.3728 0.2796 0.0294
Hungary 2.8346 -1.7352 -0.1692 0.0625
Italy -1.3697 1.7150 -0.4108 0.0004
The Netherlands 2.2892 -1.5115 -0.9826 0.2309
Poland 0.2018 0.1453 0.2560 0.0332
Slovakia -1.3785  1.2037  0.2775  0.0046
United Kingdom 1.5091 -0.9456 -0.5012 0.0170
United States -1.3577 1.1468 0.6163 -0.0896
Russian Federation 1.7366 -1.7692 0.7387 0.0363
China 0.0574 0.0458 0.5853 -0.0094

Note: Based on the estimated steady-state relationships.

Source: Own computations.

The pattern of adjustment processes is observable from Figure 4.11.47

Basically, a J-curve or inverse J-curve provide a good approximation for all
countries. The trade with Austria, Belgium, France, Germany, the United
States, the Russian Federation and China behaves along the J-curve. The
trade with Italy, the Netherlands, Poland, Slovakia and the United Kingdom
follows the inverse J-curve. If the J-curve applies, there is an improvement in
the bilateral trade balance from the second or third quarter, lasting around
two to four quarters. The initial positive effect within the inverse J-curve is
relatively short-lived, with an approximate duration of two quarters.

The previous adjustments correspond to transitory perturbation. When
the foreign-exchange disturbance is judged, in the eyes of private agents, as
permanent, the transition is predominantly one-sided. Generally, an initial
movement from the J-curve or inverse J-curve is prolonged to the entire
period. Sometimes minor ripples also occur at later stages.

4"Impulse responses trace a reaction to a temporal shock which does not induce a shift in
steady state. On the contrary, a permanent shock changes a steady state, and cumulative
impulse responses depict the transmission. As a consequence, the IR function converges
to zero due to the convergence to the original equilibrium and cumulative IR function
because of the convergence to a new equilibrium.
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In order to solve the J-curve precisely, we have to go to the level of indi-
vidual industries. In so doing, we can provide microeconomic fundamentals
for the trade balance behavior. Table 4.14 contains the moments of estimated
long-run multipliers for industries, which relate to a change in the equilibrium
level of the real effective exchange rate (REER). For individual multipliers
see Appendix I. From these results, it can be seen that the reaction of trade
balance to exchange rate devaluation is mostly positive. This applies for
seven of nine (or eight of nine, if median is taken into consideration) studied
trade classes. But within trade classes a large dispersion is observed. Hence,
Appendix J highlights the three most important trade classes for each trading
partner (in each case, they form more than three-quarters of the total trade
volume). In that respect see also Figure 4.13. And what is more important,
the weights of two-digit trade subclasses are also shown in Appendix J.

In fact, machinery and transport equipment (SITC 7) occupy a large part
of the Czech foreign trade. The automotive industry (SITC 78) and electrical
engineering industry (SITC 75 and 76) seem most important, if the size of
the multiplier and the weight of the industry are taken into account. But
there exists a substantial difference between these industries. The automotive
industry responds positively to exchange rate devaluation, in contrast to the
electrical engineering industry, which responds negatively. As the Marshall-
Lerner condition implies, foreign-trade demands*® are probably inelastic for
the electrical engineering industry and elastic for the automotive industry.

Of manufactured goods (SITC 6), those made from iron and steel are most
important. For the majority of trading partners, the weight has a tendency
to peak at the SITC 67 subclass; see Appendix J. In this case, the trade
balance responds negatively and elastically to exchange rate devaluation.
Trade of the Czech Republic with two countries, namely Russia and China,
has a specific structure (compared to other trading partners). Trade with
Russia is extensively biased towards the import of fuels. Mainly crude oil
and gas are imported. Trade in crude oil reacts negatively to devaluation of
the exchange rate, but the magnitude of the long-run multiplier is very close
to zero. Trade in gas reacts positively, with a greater multiplier (however,
still smaller than one). Compared to other countries, trade with China has
a larger share of SITC 8, chiefly due to the import of clothing and footwear.
In both cases, the reaction to exchange rate devaluation is positive.

Trade with two neighboring countries, namely Slovakia and Poland, may
be highlighted likewise. Trading with Slovakia and Poland is characterized
by a higher share of food and life animals (SITC 0) and a higher proportion

48Domestic demand for foreign exports and foreign demand for domestic exports.
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of SITC 3.% Trade within SITC 0 is largely determined by the geographical
proximity of these countries.®® Generally, if we consider the trade volume
and the magnitude of estimated long-run multipliers, trade in vegetables
and fruits (SITC 05), cereals (SITC 04), meat (SITC 01) and dairy products
(SITC 02) are revealed as decisive. With respect to exchange rate deval-
uation, only cereals react negatively; the others react positively. A higher
share of SITC 3 arises from trading coal (import from Poland), electric-
ity (export to Slovakia) and what is known as residual petroleum products
(classified as SITC 335). Electrical current (SITC 35) is one of the two com-
modities for which no cointegrating relationship was ascertained. It may be
assumed that the absence of a long-run relationship follows predominantly
from an inability to store the electrical current. Estimated pass-through of
the foreign-exchange shock for individual industries is depicted in Figure 4.14.
The J-curve and inverse J-curve fit well to most of the impulse responses.

Because the information about long-run multipliers relating to a change
in YD is at our disposal, we may also think about consequences of domestic
economic growth for the foreign trade structure. As Table 4.15 shows, domes-
tic economic growth left the trade within SITC 0 and 1 almost unchanged.
Other trade classes react with a higher sensitivity. Accordingly, as the Czech
natural level of production (or its steady state trajectory) rises upward, the
Czech economy tends to export more manufactured goods (in terms of SITC
6), chemicals and goods within SITC 4. Partly as a result of that, the Czech
economy depends more on imports of raw materials and fuels. Deterioration
of the SITC 7 balance can be observed as well. It is generally hard to say
what stands behind that, but based on the above, the reason may likely be
found in the automotive industry or electrical engineering industry. A story
about a greater dependency on products from foreign electrical engineering
industries is more believable than a story about a competitiveness loss of the
Czech automotive industry. This statement is also supported by the value
of estimated long-run multipliers reported in Appendix I. A final piece of
information supplied by Table 4.15 is the tendency to import more products
such as clothing, footwear and related accessories (SITC 8 in general) from
Southeast Asia, especially China. Adjustment processes are contained in
Appendix K and Appendix N.

Economic growth in the Czech Republic probably changes the structure
of its trading partners as well. According to Table 4.13, trade with Belgium,
France, Germany, Italy, Poland, Slovakia and the United States is affected

490n this count, Austria can be mentioned as well.

50The most important partner of the Czech Republic in the trade of agricultural products
is Germany, but the proportion of agricultural products in the total trade volume with
this country is relatively small.
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positively.®® The trade balance with Austria, Hungary, the Netherlands,
the United Kingdom and the Russian Federation deteriorates. And trade
with China is almost unaffected. It can therefore be expected that the im-
port of clothing, footwear and related accessories would also be undertaken
with other countries. This tendency could be supported by higher growth in
China, which goes hand-in-hand with greater wage costs. The trade balance
with Russia is worsening mainly thanks to a greater amount of fuel imports.

Similarly, developments in a foreign economy act upon foreign-trade flows.
We approximate foreign economy by the economy of EU 27, which provides
a very good proxy for the Czech Republic. Therefore, an increase in the nat-
ural level of production in the European Union left trade with food and life
animals (SITC 0), beverages and tobacco (SITC 1), and fuels (SITC 3) al-
most intact; see Table 4.16. An improvement is observed only within SITC 2
and SITC 8, probably because of a decrease in imports as a consequence
of increasing foreign demand. Other trade classes are influenced negatively.
Therefore, if the rate of growth between the Czech Republic and the Euro-
pean Union differs significantly, welfare effects for the Czech Republic might
not be negligible. See Appendix L and Appendix O for more information
about the response to the foreign-income shock.

The last question which remains to be answered is the rate of responsive-
ness of foreign trade flows to the interest rate differential. In other words,
we want to clarify the role of intertemporal substitution in the international
exchange between the Czech Republic and its trading partners. Actually, its
role is nothing more than marginal. First moments (measured by both the
mean and the median) of the estimated multipliers are virtually zero.? More-
over, the standard deviations are very low.?® Therefore, the results securely
speak for the dominance of uncovered interest rate parity. We thus achieve
conformity with our previous investigation conducted at the aggregate level.
Pass-through of a temporary disturbance in the interest rate differential can
be found in Appendix M and Appendix P.

5IMeaning that the trade balance improves.

52 A nonzero first moment is achieved only for the trade class SITC 4. The mean is
equal to -0.21 and the median to -0.40. The same picture can be seen if bilateral trade is
taken into account. Just two countries have nonzero multipliers, namely Austria and the
Netherlands; see Table 4.13.

53We do not report the moments of estimated multipliers for the interest rate differential,
but they are available upon request.
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4.4 Determinants of business investment

4.4.1 Sample of the firms

For the research there are used individual or micro-level data on non-financial
corporations (NFCs) situated in the Czech Republic; both under the domestic
and foreign control. The data come from the quarterly survey of the Czech
Statistical Office (CSO) and so they have the quarterly frequency. Because
the data are confidential, they are not publicly available. Survey is slightly
biased towards the larger companies, as the average number of employees per
a firm is around 50 or more; see Table 4.17 showing the average number of
employees by selected industries. More information about the distribution
of firms in the sample with respect to the number of employees is supplied
by Appendix X. As the experience instructs, larger companies provide more
reliable data in the questionnaire (opposite to the smaller ones), as they
have more time and more educated people to deal with it. The sample
ranges from the year 2008 to 2015. Total number of questioned firms in each
quarter is around 30 thousand on average. In fact, only a half of the firms is
in the sample for the entire period. The rest is chosen in order to attain the
representativeness of the sample. The data thus form an unbalanced panel.
Regarding their origin, scope and granularity, the data represent a unique
sample for the research of investment behavior.

Regarding the behavior of investment, main interest consists in the obser-
vations on the purchases of tangible and intangible fixed assets written by the
firms in the questionnaire. Purchases are recorded in the thousands of CZK,
but for the modeling purposes they are used in logarithms and were also
seasonally adjusted. Because the purchases reflect increases in the stock of
fixed assets during the quarter (flow variable), they can be considered as the
gross investment. If we aggregate these fixed assets purchases over all firms
in the sample, we obtain an alternative indicator of investment activity of the
NFCs, which can be compared with the usual measure from national accounts
— the gross fixed capital formation for the whole NFC sector (this measure
is publicly available from the CSO website and comprises all non-financial
corporations, including the smaller ones). As Figure 4.15 illustrates, dynam-
ics of these two measures highly correlate. Although the dynamics correlate,
there still exist discrepancies in the levels of annual growth rates. These dis-
crepancies are obviously driven by the companies not included in the sample.
Against the aggregated data from national accounts, the granular data pro-
vide a space for the investigation on the level of individual industries. It is
a very welcome feature of the data set allowing us to dive deeper into the
researched area.
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With the purchases of fixed assets of one specific firm, there are also
identifiers, such as the number of employees and sector of the economy. Sec-
tor of the economy is determined with the aid of NACE classification®; see
Appendix W for the definition of industries used for the investigation. Dis-
tribution of firms within the sample over the different sectors of the Czech
economy is described by the last column of Table 4.17.

Table 4.17: Investment and number of employees by average firm

Investment Number of Number of firms

Industry mil. CZK  employees in the sample
Automotive 26.0 373 386
Chemicals 5.2 118 1510
Transportation 6.3 136 1462
Other means of transport 7.8 209 91
Electrical engineering 5.2 164 711
Energy 22.1 103 679
Metallurgy and heavy engineering 3.0 102 2665
Retail 2.2 117 1539
Motor vehicle trade 2.9 49 692
Other services (n.s.e.) 2.1 72 5611
Other manufacturing (n.s.e.) 1.5 74 1597
Tourism 0.5 47 1136
Food and beverages 2.9 91 1060
Construction 1.0 53 2927
Telecommunication 45.9 226 77
Clothing 1.3 74 577
Mining 25.1 355 95
Wholesale 1.2 44 2949
Agriculture 3.0 55 1491

Note: Investment was computed as the ratio of average quarterly investment in the sector to
the number of firms in the sector and employment as the ratio of average number of employees
in the sector to the number of firms in the sector. The shorthand n.s.e. means not specified
elsewhere.

Source: Own computations.

Table 4.17 also presents average quarterly investment of average firm in a
selected sector. Averaging is therefore done both across time-series dimension
and cross-sectional dimension. Accordingly, although other services (n.s.e.)®
include a large number of firms, their investment on average firm is relatively
low. Other services (n.s.e.) comprise mainly services in informatics and
data processing, real estate activities, professional, scientific, technical and

54NACE is the French shorthand for the classification of economic activities in the
European Union.
55The shorthand n.s.e. means “not specified elsewhere”.
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Figure 4.15: Alternative measures of business investment
30 7

20 1

-20 A

-30 -
1109 1110 111 112 113 1114 1115

=—national accounts =—==survey

Note: Annual growths of the gross fixed capital formation of non-financial corporations
(national accounts) and the purchases of fixed assets (survey), both in constant prices.
Source: Czech Statistical Office; own computations.

Table 4.18: Macroeconomic covariates

Variable Source Transformations

Real GDP in EA14 CNB In logs and seasonally adjusted.
Real effective exchange rate ~CNB In logs and seasonally adjusted.
Real interest rate CNB Without data transformation.
Real government investment CSO In logs and seasonally adjusted.
Real volume of EU funds Ministry of RD  In logs and seasonally adjusted.
Confidence indicator for EU  Eurostat In logs and seasonally adjusted.
Variable Mean Median Std. Dev. Skewness Kurtosis
Real GDP in EA14 4.80 4.80 0.03 -0.59 -0.07
Real effective exchange rate 4.59 4.60 0.04 -0.07 -0.56
Real interest rate -0.10 -0.04 1.23 0.15 0.10
Real government investment  10.73 10.70 0.15 0.58 -0.36
Real volume of EU funds 14.58 15.07 1.64 -1.96 3.60
Confidence indicator for EU 4.56 4.60 0.12 -1.41 1.79

Note: Logs mean natural logarithms. Seasonal adjustment was done by TRAMO/SEATS
method in all cases.

Source: Own computations.

administrative activities, and services in education and health. The lowest
level of investment on average firm was recorded in tourism. Low investment
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on average firm also exhibit trade and construction. On the other hand,
high level of investment on average firm was observed in telecommunication,
mining, energy and in manufacturing (especially in automotive); i.e. mainly
in industrial firms.

Regarding number of employees, investigated firms are rather larger ones.
As Table 4.17 shows, average number of employees ranges between fifty and
more than three hundred. Firms with a high number of employees are con-
centrated mainly in manufacturing, mining and telecommunication. Firms
with lower number of employees are in services, trade, construction and agri-
culture.

Because the aim of this section is to describe the behavior of the busi-
ness investment, we give it into the link with a diverse set of macroeconomic
variables. See Table 4.18 for the list of these variables, the sources of data,
transformations and the descriptive statistics. Justification for the choice of
concrete covariates was discussed in the section 2.5. All variables which enter
into the model are real quantities. As a proxy for external or foreign demand
was chosen the real GDP of effective Eurozone, as a dominant partner of the
Czech Republic in foreign trade. This effective index weights real gross do-
mestic products in the fourteen Eurozone countries (in Table 4.18 as EA14),
based on their shares on the Czech exports. Weights for the computation of
the real effective exchange rate also correspond to the foreign-trade flows of
the Czech Republic and as the price indices were used the indices of producer
prices (PPIs). Real interest rate is computed as ex-post rate (with observed
inflation instead of expected inflation in use), when the one-year maturity
PRIBOR served as a base. Because of its negative values, real interest rate
was not transformed into the logarithmic form — unlike all other variables.
Gross fixed capital formation in government sector deflated by a fixed capital
deflator is considered as a real government investment. Amount of EU funds
drawn by private firms to finance their investment plans was obtained from
the database of the Ministry of Regional Development. Specifically, funds
from European Regional Development Fund (ERDF) form a large part of this
amount.’® Also in this case, the fixed capital deflator was used to achieve a
real volume. Finally, economic confidence indicator in EU was employed to
incorporate the factor of expectations.

560n the other hand, the amount does not include funds from Common Agricultural
Policy at all.
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4.4.2 Prior distribution of the model parameters

Bayesian VAR (BVAR) models adapted for the level variables are used from
the methodological point of view; see the section 3.8. Actually, the final
choice of BVAR models is a result of iterative process, when a large number
of methodologies was entertain. We first wanted to use a full information
set, or full data structure, and to employ panel data models — we tried both
the static and dynamic panel data models. But to be honest, it was very
hard to give economic interpretation to received results. Reason for that
could be the data noise, as the survey data often faces this feature. We
therefore decided to conduct the estimation on aggregated data and to use
vector autoregressions. As a result, there are 19 models for industries (for the
list of industries see Table 4.17 and Appendix W) and one more model for
the whole non-financial economy. The list of macroeconomic covariates (see
Table 4.18) remains the same in all regressions. We also tried to estimate
VAR models on growth rates, but impulse responses lacked the economic
sense as well. Moreover, it was hard to interpret some covariates in growth
rates (e.g. interest rate, or economic sentiment). So, we decided to use levels
and to establish the convergence of the models with Bayesian priors. To
do that, we take as an assumption that it is possible to approximate the
dynamics of unit root process with the dynamics of the process with a high
rate of persistence. Prior distribution of autoregressive parameters was set
according to this assumption; see the text below. To be sure that there exists
a long relation among the observed variables, existence of cointegration was
tested®” and also confirmed for all 20 models. See Appendix @ for the results
of cointegration testing on the aggregate level.”®

As an underlying data generating process for all 20 models we chose
Gaussian VAR(1). This decision is based on the values of information crite-
ria. Moreover, Appendix R provides residuals from all seven equations of the
aggregate investment model and they are mostly insignificant.”® To be even
more confident with VAR(1), we also tried to estimate models with higher
lag length, but implied economic results were roughly the same. It should be
noticed that additional lags led into exponential growth in the model param-
eters and to an extensive decrease in the degrees of freedom with a real threat
of the overparametrization. Consequently, VAR(1) is an ideal combination
between data fit and reasonable number of estimated parameters.

5TBy the usage of Johansen cointegration test; see the section 3.5 and 3.6.

58Results of the tests for individual industries are available on request.

59With aggregate investment model we mean the model estimated on data for the whole
non-financial economy (data aggregated over all industries). Residuals are also insignifi-
cant in all sectoral models.
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The prior probability density function of model parameters ¢ (3.39) takes
in case of VAR(1) the form

n?/2
9(0) = (%) Vol xexp |~ (0 - 6V o - 0) | (433)
where ¢* is the prior mean of model parameters, V, is the corresponding
prior covariance matrix, and n denotes the number of variables in VAR (six
macroeconomic covariates and one variable for business investment amount
to n = 7). Because we suppose that the variables exhibit a high rate of per-
sistency, we chose the value of 0.8 as a prior mean for all AR(1) coefficients.
Therefore, disturbances influence the development of economic variables for
a long time but not for ever. With a proper setting of the distribution around
this mean (it will be discussed inside the next paragraph), this choice ensures
the convergence of estimated IR functions and the system as a whole. As the
data encourage us to choose VAR(1) as an optimum lag length, the AR(1)
coefficients completely describe the autoregressive structure.

Following Litterman (1986) and Doan, Litterman and Sims (1984), prior
mean of cross-variable coefficients was set to zero and prior covariance matrix
V4 equals to%

A2 for i=j
Yis = { (kAoifa;)? for i#£y (4.34)

where A is the prior standard deviation for AR(1) coefficients. We chose
the value of 0.05 for A, and so the prior value of AR(1) coefficients ranges
between 0.7 and 0.9 with 0.95 probability. The parameter of the decay x was
set to 1. Prior variance of cross-variable coefficients (the case where i # j)
is therefore broadly given by the ratio 07/0%; see the section 3.8 for more
details.

To have defined the prior means of model parameters and also their corre-
sponding prior variances, posterior distribution can be estimated according
to the Bayesian mixing rule (3.41). In estimation process, €. is let to be
equal to the covariance matrix of frequentist VAR with zero restrictions on
non-diagonal entries. Therefore, the matrix €2, contains actually observed co-
variances of model disturbances, or more precisely their maximume-likelihood
estimates. When applied the zero restrictions on non-diagonal entries of €2,
we have simultaneously identified the structural version of the BVAR model.
For a robustness check, we also worked with various non-diagonal versions

60The expression (4.34) differs from (3.40) in that we let [ = 1 for the former.
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of the covariance matrix ). and so various structural versions of the BVAR,
but the results did not differ significantly.

Based on the openness of the Czech economy, there could be raised the
question about the application of the block restrictions on some parameters
of the models. Specifically, it is the question if the cross-variable coefficients
in the equations of foreign demand and economic sentiment in EU (exogenous
variables for the Czech economy) should not be set the zero value in advance.
In fact, we do not follow this approach and consider all cross-variable coef-
ficients symmetrically. Moreover, the application of block restrictions would
increase the computational difficulty. So, we rather checked the posterior
distribution of cross-variable coefficients in the equations for foreign demand
and economic sentiment in EU. In line with the expectation, all of these
coefficients had the zero mean with tight confidence interval.

4.4.3 Stylized facts about the Czech investment

This section aims to give some intuitive eye-visible facts about the invest-
ment behavior in the Czech Republic during the last decade.®! It is based
on the evolution of annual growth rates of selected variables; the analysis is
thus superficial and the results must be taken as preliminary. Comparison
of annual dynamics of the Czech GDP and the gross fixed capital formation
of non-financial corporations® provides an insight into the usefulness of ac-
celerator theory for the Czech Republic. As presented in the top-left part of
Figure 4.16, both dynamics have the same long-run trend, which is in line
with the accelerator principle.

Yet, there are large deviations from this trend in the gross fixed capi-
tal formation of non-financial corporations. These deviations are more pro-
nounced than in the case of the total gross fixed capital formation. It is
because the acceleration in private investment is often scaled down by the
deceleration in public investment; see the top-right part of Figure 4.16. The
unusually strong growth of government investment in the year 2015 was fos-
tered by an effort of the Czech government to draw the rest of allocated funds
from the European financial perspective for the years 2007-2013.%% Actually,
similar effort was also observable for private firms. The bottom-left part of

61The data range used in this section, 2005 through 2015, is somewhat longer than in
the following in-depth analysis based on the survey data. The disposable survey data at
the beginning of the research covered the period from 2008 to 2015.

62With the gross fixed capital formation of non-financial corporations we mean an indi-
cator from the Czech national accounts; see the section 4.4.1.

63Tt was possible to draw the funds up to the two years after the end of financial per-
spective.
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Figure 4.16: Stylized facts of Czech investment
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Source: Czech Statistical Office and Czech National Bank; own computations.
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Figure 4.16 shows that the share of EU funds on financing private investment
suddenly increase in 2015.%*

Looking at the last bottom-right part of Figure 4.16, there was a slow-
down in the growth of the capital to labor ratio. While until the year 2012
the capital stock grew faster than the employment, its growth slowed down
relatively thereafter.®> It was despite the easy monetary policy, when the
policy rate stuck at the zero lower bound and the CZK/EUR exchange rate
was weakened above its equilibrium level. One possible explanation of the
shrinkage in growth of the capital stock to labor could be an increase in
uncertainty, favoring the use of easily removable labor, in contrast to the
irreversible capital, for an expansion of production capacity.

4.4.4 Macroeconomic covariates of business investment

Based on Figure 4.17, foreign demand is a main force driving the decision
about new investment. Elasticity of business investment with respect to the
foreign demand tends to peak within the year after the shock at the value
of 0.6. It holds for the aggregate economy. Furthermore, positive effect of
increased foreign demand on business investment is observed in most sectors
of the Czech economy; see Figure 4.18a and Appendix S. Impulse responses
are pronounced especially in manufacturing and tourism, where elasticity
sometimes greatly exceeds the value of one. Within manufacturing, it is
mainly automotive and electrical engineering industries which exhibit highly
elastic reaction; elasticity reaches the value of 2 in both cases. It is not a
fortune that these two industries also constitute a crucial part of the Czech
foreign trade. Beside above mentioned, there is also significant increase in
investment following an increase in foreign demand in sectors of trade and
services, and in construction. In accordance with the aggregate economy,
most sectors provide hump-shaped response with a peak at the fourth quar-
ter. As in many other countries, results therefore support the predictions of
the accelerator theory and the evolution of total output explains a large part
of fluctuations in the Czech private investment.

Of course there are exceptions, such as investment in agriculture and food
industry which are roughly immune to the foreign demand or the investment
in energy, mining and telecommunication even with a negative response to
foreign demand. As stated in the section 2.5, agricultural investment is
greatly subsidized by the government and so it is not driven by its expected

641 owe to Mario Vozar for his computations of this shares. This figure also appeared in
CNB'’s Inflation Report IV /2016.

65The slowdown in the growth of capital to labor ratio was mainly given by a rapid
increase in employment, rather than by a slower growth in capital stock.
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profitability; in fact the similar applies for the food industry. Specific na-
ture has also the investment in energy, mining and telecommunication, as
the firms in these sectors frequently possess a monopoly power and they
invest in a certain form of cycles without any link to the wide-economy fun-
damentals. According to this analysis, the investment in energy, mining and
telecommunication can in final instance go against the business cycle.

Not only currently observed demand, but also demand expected in the fu-
ture plays an important role; although with a smaller extent (see Figure 4.17).
Optimistic expectations positively affect investment in almost every sector
of the Czech economy; see Appendix S. Compared with the currently ob-
served demand, the largest response (elasticity of 0.1) comes with a delay
when it is observed in seventh or eighth quarter after an occurrence of the
shock. This cautious reaction probably relates to an uncertainty surrounding
the expectations; in agreement with the wait-and-see theory of irreversible
investment.

Figure 4.17: Impulse responses of business investment to different shocks
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Even with a greater delay comes into effect the consequence of a change
in the real effective exchange rate. Impulse response has tendency to peak
(at the elasticity value of 0.1) after two years elapsing from an occurrence
of the shock; see Figure 4.17. The delayed response is likely connected with
staggered contracts in international trade. As impulse response also shows,
depreciation of the real effective exchange rate leads into an increase in busi-
ness investment. Moreover, no negative effect in the form of decreased invest-
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ment activity was observed at all. Obviously, increased price competitiveness
of Czech goods and services on foreign markets surpasses at the aggregate
level an increase in the price of imported investment goods. As expected,
similar response was recorded in export-oriented industries; particularly in
manufacturing and also in tourism (see Figure 4.18b). In these industries
the elasticity exceeds the aggregate value of 0.1 and ranges between 0.3 and
0.6. There is actually a low number of industries with a clear one-sided nega-
tive response to exchange-rate depreciation — namely agriculture, energy and
mining (see Appendix S). All these industries are less export intensive and
more investment-import intensive.

In expected manner behaves the business investment with respect to the
real interest rate. Increase in the real interest rate is accompanied by a slow-
down in investment; see Figure 4.17. Impulse responses have tendency to
bottom around the year after the shock and they are very similar across differ-
ent sectors of the Czech economy; see Figure 4.18c and Appendix S. Tourism
and agriculture experienced the highest response, which nicely corresponds
to their high proportion of debt in financing the investment. Above-average
response has also automotive, electrical engineering, clothing, and food and
beverages. Generally, it could be said that the investment in industries with
rather smaller firms is more vulnerable to the interest rate movement. Notice
that in a case of the real interest rate is not possible to compare its impulse
responses with the impulse responses for other variables, because the shock
is in 1 pp rather than in 1 %.

Comparatively lower impact on the behavior of business investment have
the government investment and EU funds. The elasticity for the first at-
tains the value of 0.04 and for the second the value of 0.01 (see Figure 4.17).
Taking into account the direction of working on the aggregate level, govern-
ment investment negatively affects private investment; in accordance with
the crowding-out hypothesis. The most striking crowding out was witnessed
by agriculture and manufacturing; see Figure 4.18d. On the contrary, as a
consequence of increased government investment the firms within construc-
tion invest more. Mention that the majority of government investment is
realized in the construction and so the building companies strive to expand
their production capacity. Crowding in was also observed in services (includ-
ing tourism) and trade; see Appendix S. These industries probably appreciate
the improved infrastructure, education, or health (or any other product of
public investment) for their future business opportunities and according to
that, they are willing to invest. Eventually, we did not reveal any indication
of the waiting for synergy; in other words the impulse responses do not vary
in the sign.
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Figure 4.18: Responses in selected industries - real economy disturbances

(a) Impulse responses to an increase in foreign demand

0 5 10
Automotive

Electrical engineenng

Metallurgy and heavy engineering

= Chemicals
Tounsm

= Retail (excluding motor vehicle sales)

(b) Impulse responses to a weakening of the real exchange rate

Automotive

e Elecirical engineering

Metallurgy and heavy engineering

e Chemicals

Other means of transport

—ToUrsM

(c) Impulse responses to an increase in real interest rate

0 5 10
Automotive

e Electrical engineering

Retail (excluding motor vehicle sales)

e TOUTIST

Food and beverages

— Agriculture

Note: Responses in % to a shock of 1 %, or 1 pp in the case of the real interest rate.

Horizontal axis - number of quarters.
Source: Own computations.

116



Ph.D. Thesis: Essays on Empirical Economics Martin Girtler

Figure 4.18: Responses in selected industries - fiscal disturbances
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As the most probable explanation of the crowding-out effect we consider
the interaction of monetary and fiscal policy. Figure 4.19 traces out the
interest rate response to an increase in government investment. In fact, the
response speaks for that explanation, but also goes in line with the financial
crowding out. However, the financial crowding out a little bit contradicts
the observed excess of liquidity on the Czech capital market in recent years.
Based on the aforementioned, the crowding out could likely be a business
cycle phenomenon. This reasoning is further supported by the procyclicality
of the Czech fiscal policy over the sample. Then it is not a surprise that
manufacturing exhibits the most profound response, as it is a main driving
force of the Czech business cycle. Crowding out in the agriculture binds to
the loss-of-motivation aspect of government subsidies; see the section 2.5.
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Drawing EU funds by private firms, not only by national governments, is
a new way how to finance the business investment. Recently, the drawdown
of those funds increased by a large amount; see the section 4.4.3. This is also
reason, why we have included the drawdown of EU funds by private firms to
our analysis. As Figure 4.17 shows, EU funds really encourage the private
firms to invest more. It holds especially in manufacturing and transportation;
see Figure 4.18e.

Figure 4.19: Response of interest rate to increase in government investment
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Source: Own computations.

So far, we have commented the long-run systematic linkages among the
observed variables, without to pay special attention to the distribution of the
shocks.% Because the period under the review (from the year 2008 to 2015)
was in many aspects unusual, it should also be worthwhile to consider the
responses to one standard deviation shocks.®” See Figure 4.20 or Appendix S.
Actually, the pattern of these impulse responses is similar to the case of one-
unit shock, as the transmission mechanism remains the same. What differs
is the magnitude of the shocks (see Appendix T).

Figure 4.20 highlights increased importance of expectations in the pe-
riod 2008-2015. Remember the mentioned increase of uncertainty from the
section 2.5, which influenced modern economies after the Great Recession.
Figure 4.20 also points out the unprecedented drawing of EU funds by pri-
vate firms; especially at the end of the sample. It is necessary to say, that
a massive drawdown of EU funds by private firms was just a consequence

6Tn order to analyze the systematic part of the model, we have considered all shocks to
have the same relative importance (except the real interest rate, all variables were shocked
by 1 percent).

670ne standard deviation shock is the disturbance of the amount typical for the observed
period.
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Figure 4.20: Impulse responses to one standard deviation shock
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Figure 4.21: Variance decomposition on the aggregate level

Whole non-financial econom

W EU funds drawn by the corporate sector
M Economic sentiment in EU
Real interest rate
M Real effective exchange rate
M Foreign demand
Government investment
 Private investment

Note: Vertical axis is in % and horizontal axis in time periods.
Source: Own computations.

of the transition from one financial perspective of EU to the other. There-
fore, it does not pose a structural change in the way how the Czech private
investment is financed, or how it behaves; at least for the moment. Yet it
can be a significant factor in some periods. Similar as well applies to the
government investment. From the long-run perspective its crowding out on
the private investment seems to be weak, but it is amplified when the gov-
ernment investment is getting large. Intense external shocks worked upon
the real interest rate. It was the outcome of accommodative monetary policy
during the period of depressed demand. On the other side, the installa-
tion of one-side exchange rate peg by the Czech National Bank in November
2013 protected the real effective exchange rate from the influence of external
shocks. As a consequence, the conditions of low interest rates and weaker-
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and-stable exchange rate supported the creation of new investment in the
studied period.

In Figure 4.21 for the whole non-financial economy and in Appendix U for
the individual industries, we also present the results of the forecast error vari-
ance decomposition (FEVD). The aggregate picture gives a clear message,
that there is a little space for the fundamental factors when explaining the
deviations from the expected value of business investment. These deviations
are thus probably driven by the expectational factors or uncertainty. That is
just a working of the animal spirit, which was mentioned in the section 2.5.
Nevertheless, there are industries with a greater role of fundamental factors.
Unexpected fluctuations in foreign demand explain up to 30 % of deviations
from the expected value of investment in manufacturing, especially in auto-
motive. Fluctuations in the real exchange rate then influence the investment
in retail, tourism and energy. Disturbances in the real interest rate affect
investment in agriculture, food and beverages, electrical engineering, and
construction.
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5 Conclusions

On preceding pages, we gave detailed and sometimes technical description
of the results received for a particular research question. This concluding
chapter aims to sum up all these results in a little bit less technical and
concise manner and also to add some remarks regarding the Czech economic
policy. Consequently, this chapter can have more normative character than
the previous chapters had.

Based on the results, demand for money in the Czech Republic is
largely fostered by the speculative motive for liquidity preference.!
Broadly defined cash, meaning the M1 monetary aggregate, probably plays
still important role as a store of value in the Czech Republic. Frequently
negative real interest rates on this asset are likely outweighed by its low risk.
It is in line with the risk-averse nature of majority of Czech agents, who
do not have much historical experience with advanced financial instruments
(such as equities or bonds). Moreover, the Czech capital market pays for less
developed; it holds not only worldwide, but also in the Central European
region. Demand for money from transaction motive appears to be saturated
in the Czech Republic, as it does not evolve with the level of transactions
or economic activity. It is not a surprise in the situation, when the cashless
payments are increasingly popular, widely available, still faster, and they do
not require additional costs (such as the fees for withdrawals from ATMs).
Income velocity of transaction balances thus probably increased. It is in a
conflict with the observed declining trend in total money velocity, which is
nevertheless driven by a growing importance of speculative demand (known
as Polak’s effect and regarding the influence of economic development). Un-
fortunately, there is no way how to measure the income velocity of transaction
and speculative balances separately. To mention the last motive for liquid-
ity preference, the demand for precautionary savings, this depends on the
phase of business cycle.? Apparently, economic agents hoard precautionary
savings during a boom and draw them during a recession. Therefore, they

'With demand for money we mean the demand for real money balances, or demand
for purchasing power.

2Both transaction motive and precautionary motive are parts of transactions demand.
While the transaction motive is constant over time and the precautionary motive relates
to the business cycle, the transactions demand for money as a whole also has a slight link
to the business cycle.
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behave rationally. To get a cross-check, the left part of Figure 5.1 compares
the Czech saving rate® with three estimations of the Czech output gap®. It
can be seen, that some form of the dependence really exists. Moreover, the
right part of Figure 5.1 shows the results of economic sentiment survey of
the Czech Statistical Office among the Czech households, where it is clear
positive correlation between the willingness to save and the expectations of
future economic activity.

Figure 5.1: Behavior of savings in the Czech Republic
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Estimated elasticity of money demand to other domestic assets
bearing non-zero interest rate is low and smaller than one. As a con-
sequence, economic agents usually differentiate the money from other assets.
This result is important for the usefulness of open market operations. When
the monetary policy uses them to fine-tune the economy, it simultaneously
assumes a low rate of substitutability between money and bonds. In the
situation of zero nominal interest rates the rate of substitutability reaches
infinity and the monetary policy is caught in the liquidity trap. It generally

3Tt is the rate from the national accounts.

“We present our estimations from Kalman filter (based on the small structural
state space model), Cobb-Douglas production function, and Hodrick-Prescott filter (with
lambda equals to 1,600).
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holds that the lower is the rate of substitutability between domestic assets,
the lesser amount of reserves is necessary for required movement in the inter-
bank interest rate. Low rate of substitutability between domestic assets in
the Czech Republic is thus a good message for the operability of monetary
policy. Within the money demand research, we have distinguished between
the narrow money (aggregate M1) and the broader money (aggregate M2).
We found two differences in the behavior of these demands, which deserve
a mention. Firstly, the narrow demand is sometimes disturbed for a time
from the equilibrium by external shocks, but the broader demand remains
stable and easily predictable. We explained this difference by the portfolio
re-optimization effect, when the broader demand has a lower elasticity to in-
terest rate. Second noticeable difference consists in the fact, that the broader
money exerts a connection to the level of output. This can be surprisingly
justified by the speculative demand, rather than by the transactions demand.
It goes because of the greater internal heterogeneity of broader money de-
mand, including also term deposits, providing more space for the working
of speculative demand. As we said, speculative demand correlates with eco-
nomic development and there is therefore more space for the linkage to the
output to be significant. Of course, it is also possible that this linkage is
only indirect in nature, what the simple analysis based on the correlation
coefficients cannot recognize.

Weakening of the Czech koruna leads initially into a deteriora-
tion of the Czech trade balance, which is shortly replaced by its
improvement. Post-devaluation dynamics of the trade balance therefore
resemble the J-curve. The deterioration is short-lived especially when the
agents consider the weakening as temporary; it only takes at most two quar-
ters. Consecutive positive effects then last for a year or two. As a result,
foreign trade flows of the Czech Republic seem to be relatively elastic with
respect to a movement of the terms of trade. Nevertheless, there is a delay
in the improvement of the trade balance if agents expect the devaluation to
be permanent. In this case, the deterioration persists up to two years. This
could be due to a time that the agents need for an assurance that the deval-
uation is really long-standing. After that, it takes another time to assess a
new situation, to bargain new contracts and finally to adjust the production.
Regarding quantitative effects, estimated models predict the improvement of
the trade balance of about 0.6 %, if the long-run value of currency depreciates
by 1 %. Consequently, while temporal weakening of the currency represents
a disturbance from the equilibrium, the permanent devaluation imposes the
transition to a new equilibrium. Whereas the former does not require an op-
timization, the optimization is necessary for the latter. Improvement of the
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trade balance following temporal currency depreciation is thus based rather
on the spot foreign-trade contracts; it is also in line with the rapid increase
in the trade balance.

One-side exchange rate peg introduced by the Czech National
Bank in November 2013 seems to be successful unconventional
measure. Although we found some evidence of the structural break with
respect to a policy change, the results confirm the usefulness of the Czech
koruna as a monetary policy tool. At least, the devaluation of the Czech
koruna in November 2013 improved the competitiveness of Czech exporters
on foreign markets, increased the demand for their products and so restore
their profitability. It is visible from the top-left part of Figure 5.2, where
the annual growth rates of book value added and operating profit in the
sector of non-financial corporations is shown. Accordingly, exporters began
to demand more labor and were able to pay higher wages; see the top-right
part of Figure 5.2. It as well formed the basis for a future growth in house-
hold consumption. Moreover, they enjoyed more than three years without
exchange-rate risk and thus saved money on hedge payments.” The Czech
economy started to grow again; see the bottom-left part of Figure 5.2. Our
money demand research emphasized the forward guidance as an important
aspect of the CNB’s exchange rate commitment. It significantly strengthens
the effectiveness of usual foreign exchange interventions.® Transparency and
credibility of the Czech National Bank likely fostered the faster recovery of
the Czech economy; see the bottom right part of Figure 5.2 with annual dy-
namics of real export. There was therefore a shorter lag in the improvement of
the trade balance than our models predicted. Whilst the research shed light
on the effect of exchange rate commitment on the real economy, it let outside
the implications for price dynamics. Investigation of these would require an
extra assessment regarding the Phillips curve, the Balassa-Samuelson effect
or the effect of positive supply shock which was in play during 2014 and
2015.7 As there is a real possibility that the liquidity trap was not an event
which will not occur again in the future, it would be a good reason to have
some effective unconventional measure, as the exchange rate for a small open
economy obviously is, able to support the economy in this unorthodox sit-
uation. Furthermore, the usage of other unconventional measures such as

®Czech National Bank decided to exit from the exchange rate commitment on 6 April
2017.

6Effectiveness of the foreign exchange interventions without forward guidance to set
growth in the Czech economy is bounded by the high rate of substitutability between
domestic and foreign assets.

"In this period the price of Brent oil fell down from more than 100 USD per barrel to
less than 40 USD.
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quantitative and qualitative easing is tricky for the Czech Republic, because
of its less-liquid capital market on one hand and over-liquid banking sector
on the other hand.

Figure 5.2: Czech exchange-rate commitment
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Source: Czech Statistical Office.
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Long-lasting devaluation of the Czech koruna gives rise to trade-
balance improvement in most sectors of the Czech economy. Yet,
there is a difference between the impact on two most important sectors of
the Czech foreign trade; namely automotive and electrical engineering indus-
try. Whereas the reaction of automotive to currency devaluation is positive,
the electrical engineering industry reacts negatively. It has a link to the
fact that both industries are mutually connected, as electrical engineering
industry delivers the components for the car production. And so, increased
foreign demand for car production® implies a need for higher inputs from
the electrical engineering industry. It is not a surprise, that a part of these
inputs is produced abroad and so increased imports induce a trade balance
deterioration in the electrical engineering industry. That the electrical engi-
neering industry does not experience an improvement in the trade balance
could therefore easily be due to a very high share of automotive on the
Czech exports. Moreover, foreign demand for electrical engineering products
is mostly price inelastic; opposite to the demand for cars. It is mainly the
case of various components, which are adapted for a completion of some fi-
nal good and therefore cannot be used for any other production. Actually,
the similar holds for the rest of manufacturing industries. So, when the in-
dustry supplies the goods for final consumption, it should also benefit from
the exchange-rate devaluation. The opposite applies for industries producing
just the intermediate goods.

Economic growth in the Czech economy changes the structure
of its foreign trade towards the products with higher added value.
As a consequence, Czech Republic exports more manufactured goods, includ-
ing means of transport, machinery, and chemical products. There is a further
increase in the importance of automotive for the Czech exports and so in-
creased share of the components for car production in the Czech imports. As
the Czech economy grows, it is more dependent on import of fuels and raw
materials. This is especially evident on the worsening of trade balance with
Russia, from where it comes a huge amount of crude oil and gas. On the
other hand, foreign trade with agricultural products remains almost intact by
economic growth. While the estimated models point to the positive effects
of domestic economic growth on the trade balance, they also revealed the
negative effects of the growth in foreign economies. However, this result is
a kind of statistical peculiarity and by no means conforms the stylized facts
of the Czech economy. As was stated many times in the thesis, the Czech
economy can be characterized as a small open economy, and its production
is thus strongly and positively correlated with the foreign economic activity.

8Due to its better price in foreign currency.
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Negative effects of foreign economic growth predicted by estimated models
could be for two reasons. At first, strong correlation between domestic and
foreign aggregate production leads into multicollinearity of these explanatory
variables within the estimated models; it is supported by statistical insignif-
icancy of most parameters for foreign GDP. Secondly, it could be due to the
usage of unweighted measure for foreign demand (usual GDP for EU-27),
which does not take into account a different importance of EU countries for
the Czech exports. As regards other factors influencing the Czech trade bal-
ance, we also tested the role of intertemporal substitution. We realized that
it is very limited, when the discrepancies between domestic and foreign in-
terest rate are promptly wiped out by a movement of exchange rate (as the
uncovered interest rate parity predicts).

The most important macroeconomic covariate for the Czech
business investment is foreign demand. Increase in foreign demand
promotes the investment in most sectors of the Czech economy, especially in
manufacturing and tourism. Within manufacturing, automotive and electri-
cal engineering industries have the greatest response. This relates to high
export intensity of these industries. Business investment depends not only
on the currently observed demand, but also on the demand expected in the
future. Moreover, expectations played a greater role recently, which was due
to a higher uncertainty. Business investment are also significantly influenced
by the evolution of real exchange rate and real interest rate. Based on the
results, it can be concluded that the monetary policy has a power over the
private investment. Depreciation of the real exchange rate causes an increase
in investment of export-oriented enterprises, therefore mainly those in man-
ufacturing and also in tourism. On the other hand, increase in interest rate
leads to a decrease in the investment of smaller firms highly dependent on
the credit; these firms can be found in trade, services and agriculture. What
should be also noticed is the fact that we did not see any indication of the
laziness in investment, which could be induced by a long-lasting depreciation
of the real exchange rate. That type of reasoning was frequently used in the
policy debate against the CNB’s devaluation of the Czech koruna.

Public investment crowds out private investment on macroeco-
nomic level, but there are also industries with crowding in. While
private investment in manufacturing and agriculture are crowded out by pub-
lic investment, the crowding in was observed in construction, services and
trade. Crowding in is connected to the positive externalities of public goods
arising from government investment, such as better infrastructure, educa-
tion, or health care. On the contrary, the most probable explanation for
the crowding out effect is the interaction of monetary policy with frequently

127



Ph.D. Thesis: Essays on Empirical Economics Martin Girtler

procyclical fiscal policy. Finally, the research confirmed that the EU funds
encourage the business investment. Although the influence of EU funds on
business investment is rather marginal from the long-run perspective, its in-
tensity can be turn up in some specific periods (as was the year 2015). In
fact, the same holds for the government investment.
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A Estimated VECM for money demand

Table A.1: Estimate of the VEC system - part 1

Cointegration vectors

constant  trend u i REER
Vector for M/P (CV-1) -4.5995 -0.0084  0.0708  0.1987  -2.0728
(0.0017) (0.0638) (0.0266) (0.1403)
Vector for Y (CV-2) -14.0159 -0.0171  0.0024  -0.1486  0.2317
(0.0022) (0.0830) (0.0346) (0.1824)

Loading parameters
M/P Y u i REER
CV-1 -0.4306  0.0256  -0.3666  0.4247  0.2439
(0.1128) (0.0359) (0.1636) (0.4250) (0.0716)
CV-2 -0.0493  0.0776  -0.0045  0.9097  0.2357
(0.0995) (0.0317) (0.1444) (0.3750) (0.0632)

Note: Standard errors in parentheses.

Source: Own computations.
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Table A.2: Estimate of the VEC system - part 2

VAR part
AM/P() AY(t) Anut) A'i(t) A REER(t)
A M/P(t-1) -0.1469 -0.0129  0.2795  -0.9606 -0.0294
(0.1296)  (0.0412) (0.1880) (0.4883) (0.0823)
A M/P(t-2) -0.0185 0.0339  -0.1654 -0.3071 0.0571
(0.1221)  (0.0388) (0.1772) (0.4602) (0.0775)
A Y(t-1) 0.2343 0.1402  -2.9593  1.5597 -0.0391
(0.5209)  (0.1657) (0.7556) (1.9626) (0.3306)
A Y (t-2) -1.0286 -0.1490  -0.1980  -0.6867 -1.3174
(0.5331)  (0.1696) (0.7733) (2.0086) (0.3383)
A u(t-1) -0.1318 -0.0066  0.0589  -0.7268 -0.0349
(0.0977)  (0.0311) (0.1417) (0.3681) (0.0620)
A u(t-2) -0.0959 -0.0085  0.2783  -0.2240 -0.0264
(0.0872)  (0.0278) (0.1266) (0.3287) (0.0554)
Ai(t-1) 0.0208 0.0181 0.0259  0.1648 0.0093
(0.0382)  (0.0122) (0.0554) (0.1440)  (0.0243)
Ai(t-2) 0.0266 -0.0112  0.1281  -0.2102 -0.0133
(0.0364)  (0.0116) (0.0528) (0.1372) (0.0231)
A REER(t-1)  -0.0888 0.0874  -0.8947 -0.0212 0.4457
(0.2173)  (0.0691) (0.3152) (0.8188) (0.1379)
A REER(t-2)  -0.4555 -0.0686  0.0132  -0.9204 0.0833
(0.2224)  (0.0707) (0.3227) (0.8380)  (0.1412)
constant 0.0464 0.0060  0.0261  -0.0217 0.0084
(0.0095)  (0.0030) (0.0138) (0.0357) (0.0060)

Note: Standard errors in parentheses.

Source: Own computations.
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B Granger causality of money demand

Table B.1: Granger causality testing - part 1

Granger causality tests for M/P

Chi-square statistic Degrees of freedom Probability

M/P 5 459 925.96 3 < 0.0001
Y 39 251.37 3 < 0.0001
u 241.40 3 < 0.0001
1 599.75 3 < 0.0001
REER 1 366 538.32 3 < 0.0001

Granger causality tests for Y

Chi-square statistic Degrees of freedom Probability

M/P 105 112.53 3 < 0.0001
Y 183 791 338.18 3 < 0.0001
u -5.62 3 1

1 97.90 3 < 0.0001
REER 21 698.29 3 < 0.0001

Source: Own computations.
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Table B.2: Granger causality testing - part 2

Granger causality tests for u

Chi-square statistic Degrees of freedom Probability

M/P 1 167 844.77 3 < 0.0001
Y 294.36 3 < 0.0001
u 168 941.50 3 < 0.0001
i 321.04 3 < 0.0001
REER 925 036.35 3 < 0.0001

Granger causality tests for i

Chi-square statistic Degrees of freedom Probability

M/P 201 541.61 3 < 0.0001
Y 917 501.89 3 < 0.0001
u 8.58 3 0.0354

i 6 786.61 3 < 0.0001
REER 95 173.56 3 < 0.0001

Granger causality tests for REER

Chi-square statistic Degrees of freedom Probability

M/P 1762 631.24 3 < 0.0001
Y 1 591 076.35 3 < 0.0001
u 60.58 3 < 0.0001
i 2.96 3 0.3978

REER 931 247.06 3 < 0.0001

Source: Own computations.
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C Impulse responses for money-demand growth

Figure C.1: Impulse responses for the growth rates - M/P

Response of real money balances to real production
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Note: Responses to one-standard-deviation shock. Standard errors are computed by the
Monte Carlo simulation with 10,000 replications. Confidence intervals reflect 0.95
probability.

Source: Own computations.
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Figure C.2:

Impulse responses for the growth rates - Y

Response of real production to real money balances
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Source: Own computations.
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Figure C.3: Impulse responses for the growth rates - u
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Figure C.4: Impulse responses for the growth rates - i

Response of interest rate to real money balances
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Note: Responses to one-standard-deviation shock. Standard errors are computed by the
Monte Carlo simulation with 10,000 replications. Confidence intervals reflect 0.95

probability.

Source: Own computations.

149



Ph.D. Thesis: Essays on Empirical Economics

Martin Gilirtler

Figure C.5: Impulse responses for the growth rates - REER

Response of real effective exchange rate to real money balances
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Source: Own computations.
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D Derivation of IRF for exchange rate

In derivation, maximal order of lag length of the data-generating process (4.24)
and (4.25) is symmetrically restrictedtop=¢=r=s=u=v=3. In order

to simplify the following expressions, Ey;y is used instead of Eo(Atb; |3, 0;)

and E, ;) instead of E;(Ath;|3,0;,%).

IRF(0) = Eq () (Ath;) — Eo () (Ath;) = (D.1)

= B4O (A Teer; + Ureer) - ﬁ40 A reer; = /6406-7‘66’!’

IRF(1) = Eq (j41) (Athj1) — Eo (i) (Athjia) = (D.2)
= BHEI (4) (A th; ) + 641 (A reer; + Ureer) + pE1 (A th; )
- 511E0 (A th; ) 541 AT‘GGTJ‘ — pEo &) (A tb]) =
= ﬁ41 (Areer; + 0 reer) — 341 Areer;+
+ (Bu+ ) [Ergy (Athy) ~ oy (Ath,)] =
= 3416-7‘667‘ + (ﬁll + ,5) 64067‘667" =

= [541 + 540 (Bn + ﬁ)] O reer

[RF(2) = Ey (1) (A thyys) — Eo sz (Athys) = (D.3)
= BuEi 41y (Athj11) + BiaEi ) (Athy) + Bag (Areer; + G reer) +
+ PE1 (j) (Atb;) + PE1 (1) (Atbjsa) —
— By G+1) (Atbjpr) — BralEg ) (Ath;) — Baz A reer;—
— PEo(j) (A th;) — pEo (j+1) (Athjtr) =
= 642 (Areer; + Greer) — B42 Areer;+

Bun + ﬁ) (B i) (Athigr) = By (Athiga)] +
Bia+ ) [Er) (Athy) — By (Ath))] =
B 20T66T + <511 + P) [641 + 640 (Bll + ﬁ)] 5-ree7" + (BIZ + ﬁ) B4O6T667’ =

{ 12+ Bu 511+P>+540 |:<Bll+ﬁ>2+<312+ﬁ):|}&reer

+
N 77 N
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IRF(3) = Ei (j43) (Atbjts) — Bo(jrg) (Atbjys) = (D.4)
= BuE, (j+2) (Atbjya) + ol G41) (Atbjq) + B3y G) (Ath;) +
+ Baz (Areer; + G reer) + PE1 ) (Ath;) 4 DBy (1) (Athjo) +
+ PE1 i) (Athya) — BuiBojra) (Athjia) — oo a1y (Athjsr) —
— Bi3E, ) (Ath;) — Bys Areer; — pEo ) (Ath;) —
= PEo (1) (Athji1) — PEo (j42) (Athji2) =
= Bas (Areer; + G roer) — Baz Areer;+

By + ﬁ) [E1 (42) (Athjs) — Eo (4o (Athiso)] +
Bz + ﬁ) (B gy (Athygr) — Eo gy (Atbiga)] +
s + ﬁ) [E1 () (Athy) —Eo ) (Ath;)] =
= B13Greer + (Bn + /5) {342 + Ba (Bn + ﬁ) +
. R 2 .
+Buo [(511 +p) + (Bt p)] } G reert
+ (512 + ﬁ) [341 + Buo <Bll + ;5)] O reer + (Bli& + ﬁ) B100 reer =
= {543 + Baz (Bn + ,5> + Bu [(Bn + ﬁ)z + (Bm + ﬁ)} +

+

_|_

+

TN T N TN

+B10 {(311 + ﬁ)3 +2 <B11 + ﬁ) <Bl2 + ﬁ) + <Bl$ + ﬁ)] } O reer
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IRF(4) = Ex (j4) (Athj1a) — Bo(jra) (Atbjys) = (D.5)
= BuE, (j+3) (Atbji3) + ol (j+2) (Athjta) + B3y G+1) (Atbjg) +
+ PE1 () (Atb;) + PE1 (1) (Atbjia) + PE1 (42) (Athji2) +
+ PE1 (43) (A thj13) — BuiEo(jya) (A tbits) — BiaFo o) (Athiya) —
— BusBo (1) (Atyr) — PEo ) (A thy) — pEo 1) (Athyen) —
— PEo(j+2) (Athjt2) — PEo(j13) (Athjis) =

= <B11 + ﬁ) [E1(j43) (Atbjys) — Eo(jps) (Athjis)] +
+ (612 + ﬁ) [E1 (j42) (Athjs) — Eo (4o (Athiso)] +

+ (513 + ﬁ) [E1 (1) (Athj1) — Eo (i) (Athja)] +
+0 [E1 ) (Athy) — o) (Athy)] =

= (B +5) {643+542 (81 +5) +541{ Butp) Bmpﬂ +
+Bio [(Bn ) 2 (Bu+ ) (Bt p) + (B + p)} } 6 reert

+ (Bm + ﬁ) {342 + Bun (Bn + /3) + Buo [(Bn + /3) - (Bu + ﬁ)} } G reert
+ (Bi+5) [Bur + Buo (Bus +5)] & reer + P06 reer =

= {543 (Bi+5) + bo [(Bn - ﬁ)2 + (Biz+ ﬁ)} +

+Ba [(Bn ) 2 (Butp) (Bt p) + (B + p)] +

+Buo [(311 +5) 43 (Bu+o) (ﬁm +5)+

+2 (Bu + /3) (313 + ﬁ) - (Bm + p ] }
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We will not continue to write down exact analytic formulas in parametric
form for further period responses, because due to the irregular pattern of the
above stated this would be troublesome. But the numerical computation is
relatively simple using the formula

IRF(w) =
= <511 + ﬁ) [E1 (jrw-1) (Athjrw-1) — Eg(jrw—1) (Athjrw_1)] +
<512 + /) [E1 Grw—2) (A thjpw—2) — Eo w2y (Athjpw_2)] +

313—1—/3

+

[El (J+w-3) (A tbj—‘rw—?)) - IEO (j+w—3) (A tbj+w_3)} =+
J
+p Z [El(i) (Ath;) —Eopy (A tbi)] , forw >4 (D.6)

i=j+w—4

_|_

N—— ———

Of course, not all betas must be non-zero.
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E  Derivation of CIRF for exchange rate

In derivation, we again use the restriction p=q¢q=r=s=u=0v = 3 on
(4.24) and (4.25). Asin the case of IRF, E, ;) is used instead of Eo(Atb; | 3, 0;)
and E; ;) instead of Ei(Atb; 13,0,,%).

= 640 (A reer; + &reer) - 640 A reer; = 5405-7”667“

CIRF(l) - ]El (j+1) (A tbj+1> - ]EO (j+1) (A tijrl) == (EZ)
= BHEI ) (A tb]) + 640 (A T€€Tj+1 + a-reer) + 641 (A 7“667”]' + a-reer) +
+ pAEl ) (A tb]) — BHEO ) (A tb]) — 640 A?“€€7”j+1—
— 341 Areerj — ﬁ]EO () (A tbj> =
- |:B40 (A 7‘6€T’j+1 + OA-'reer) - 640 A Teerj+li| + |:B41 (A T6€7’j + 6-7"627“) —
—bu AT@%} + (Bn + ﬁ) [E1 ) (Athy) — Eoy (Athy)] =
= /3405—7‘661” + 3416—7“6(# + (Bll + ﬁ) /3405-T6€T‘ =

= {8+ Buo [1+ (B +5) | } reer
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CIRF(2) = By (42 (A thy ) — Fossa) (Athyy) = (£3)
= BnEl G+1) (Atbjy1) + 512E1 ) (Atb;) + 340 (Areerjys + 0reer) +
+ Bn (Areerjiy + 0reer) + Bas (Areer; 4+ G reer) + PE1 () (Ath;) +
+ pE, (3+1) (A tbj+1) - BllEO (3+1) (A tbj+1) - Bleo (4) (A tbj) -

- @0 Areerjig — 341 Areerjiy — 342 Areerj—
— PEo (jy (A th;) — pEo (j41) (Athj1) =

- [Qm (Areerjss + 6 reer) — Bao A reew} +
+ [ 1 (Areer; 1 + 6 reer) — B Areerj+1] +
+ [ 12 (ATeer; 4+ 6 reer) — Pz Areerj] +
+ ( 1 +P> Ey (1) (Atdjar) — Eo ey (Atjpr)] +
- ( 2+p) [Ev ) (Athy) — Eoy) (Atdy)] =

= B100 reer + Bu1G reer + 120 peer+

+ (Bu+5) {Bu+Buo [1+ (Ba+7) | } &reer + (Bra+5) BuoG reer =
—{Bia+ Bu |1+ (Bu+ )] +

+Bu0 [1 + <B11 + ﬁ) + (Bn + ﬁ)Q + (BlZ + [3)1 } O reer
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Hereafter, for space saving, we will continue in shorthand notation, excluding
the substitution step.
CIRF(3) = Eq (j43) (Atbj1s) — Eg(j13) (Atbjy3) = (E.4)
= BuE1a2) (Athji) + P1oEa 41y (Athjar) + PisEi ) (Athy) +
+ Bio (Areeris + 6 reer) + Bur (ATeersya + G reer) +
+ Bua (Areer; 1 + G reer) + Bas (Areer; + 6 reer) +
+ PE1 (j) (Aths) + pEq (1) (Atbjp) +
+ PE1 (j12) (Atbjy2) — Ak, (j+2) (Athjio) — Aoy G+1) (Athjpr) —
- BmEo () (A tbj) - 340 A reerjy s — 341 A reerjto — 342 A reerjy1—
— Bz Areer; — pEo () (Athy) — pEo 11y (Athjer) — pEojya) (Athyra) =
= | B (Areerjis+ 0reer) — Byo A reerj+3} +

541 Areerjio+ Oreer) — P A reerj+2] +

(
542 (Areerjii + 0reer) — 342 A T€€7’j+1] +
Bas (

Areer; + G reer) — 543 A reerj] +

>

( 1+ f’) [E1 o) (Athjsa) — Eosa) (Athja)] +

( 12 + /5) [E1 Gty (Atbj) = Eoany (Atbj)] +

(Bis + ) [Exgy (A thy) — Eogyy (Athy)] =

{ 43 + Ba [1 + (ﬂu +p>] + Bn [1 + (Bn +ﬁ) + (Bu +;3)2 +

A

+
/~
=

1 +p>} + Bao {1+ (ﬁu +p> + (Bn +,6>2+ (Bn +ﬁ)3+
511 +P> (Bm + ﬁ) + (312 +ﬁ> + <Bl3 +,5)] } O reer

A
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CIRF(4) = By 1a) (Athya) — By (Atby ) = (£5)
= fnE, G+3) (Atbjis) + BroE, (j+2) (Athji2) + BisE, G+1) (Atbjr) +
+ 340 (Areerjiy + 0 reer) + 541 (Areerjis + 0reer) +
+ 342 (Areerjio+ 0 reer) + 343 (Areerji1 + 0 reer) +
+ PE1 j) (Atb;) + PE1 (j11) (Atbj1) + PE1 (jr2) (Atbje) +
+ PEq (j43) (A tbjs) — BiEg G+3) (Athjyz) — BraEg (+2) (Atbjyn) —
— BisEy G+1) (Athjp) — Bao Areerjiq — Bu Areer; s — Buo Areer;yo—
— Bus Areeryyr — pEo () (Ath;) — pEo (1) (Athr) —
— PEo(j+2) (Atbji2) — pEo(j13) (Athjis) =

= |Bao (Areerjia+ 0 reer) — Bao Areerjya| +

541 Areerjis + Oreer) — PBun Areerjis| +

(
642 (Areerjis+ 0reer) — 342 A reerj+2: +
Bz (Areerjis + 0 reer) — 343 A reerjﬂ_ +
< 1+ P) (B (j+3) (Atbyss) — Eo(ira) (Athjis)] +
< 12 + P) By (j42) (Athiya) — Eoipa) (Athji2)] +
(
p

Brs + P) (B 1) (Athj1) — oy (Athig)] +
[E1 ) (Athy) — Eo ) (Athy)] =

Foh o+t

:{B 1+ (B +5)| + e {1+(BH+/3)+(311+;3)2+
(Bi2+5)| + bu [1+<Bu+ﬁ>+(Bn+ﬁ)2+(ﬁn+ﬁ)3+

2 3) ) )+ (i)

+B10 {1 + (B 1 +/3> - (Bn +ﬁ)2 + (Bu +[>>3+ (Bn +ﬁ)4+

)2 (Biz+p) +2(Bu+p) (Ba+p) +

)

(513 + f)) + (512 + ﬁ)Q + (312 + ﬁ) + (513 + ﬁ) + /3] } O reer

+3 (Bn +p

+2 (311 +p
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For further elements of CIRF, we give only the formula for numerical com-
putation (the reason is the same as for IRF)

3
CIRF(w) = Z [341- (Areerjiy—i+ reer) — Ba; Areerﬁw,l} + (E.6)

=0
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F Impulse responses for trade balance model

- model with the best SBC criterion

Figure F.1: IRFs for trade balance model with the best SBC
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Note: In all cases, the solid line represents the IRF and the dashed line the CIRF.
Impulse responses are based on the model with the best Schwarz Bayesian criterion,
chosen from models in Table 4.7 and Table 4.10, i.e. Model 4. Responses measure the
effect on trade balance of plus-one-standard-deviation shock in selected variable, where
the standard deviations computed on first differences are 6,4 = 0.0162, 6,5 = 0.0075,
oprB = 0.3388 and 6,rp = 0.5043. Horizontal axis is dated in the same manner as in
Figure 4.8.

Source: Own computations.
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G Impulse responses for trade balance model

- model with the best AIC criterion

Figure G.1: IRFs for trade balance model with the best AIC
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Note: In all cases, the solid line represents the IRF and the dashed line the CIRF.
Impulse responses are based on the model with the best Akaike information criterion,
chosen from models in Table 4.7 and Table 4.10, i.e. Model 2. Responses measure the
effect on trade balance of plus-one-standard-deviation shock in selected variable, where
the standard deviations computed on first differences are 6,4 = 0.0162, 6,5 = 0.0075,
oprB = 0.3388 and 6,rp = 0.5043. Horizontal axis is dated in the same manner as in
Figure 4.8.

Source: Own computations.
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H CEC models for bilateral trade

Table H.1: CEC models for bilateral trade - part 1

Wald Johansen KED test J-curve

statistic test
Austria 1.6522 NO NO YES
Belgium 3.8216 YES YES YES
France 3.0426 YES YES NO
Germany 8.7272 YES YES YES
Hungary 3.9005 YES YES NO
Italy 3.5758 YES YES NO
The Netherlands 1.3868 NO YES NO
Poland 2.6910 NO YES YES/NO
Slovakia 4.2963 YES YES YES/NO
United Kingdom 2.5392 YES YES NO
United States 3.4952 YES YES YES/NO
Russia 3.5788 YES YES YES
China 4.3629 YES YES YES

Note: Cointegration was considered through the following three tests: Bounds
test - see Wald statistic in the table; Johansen test; and Kremers-Ericsson-Dolado
test - in the table as KED test. Corresponding references are Pesaran et al.
(2001), Johansen (1988, 1991), and Kremers, Ericsson and Dolado (1992). The
conclusion for Johansen test and KED test was inferred at the 10 percent sig-
nificance level; YES means the presence of cointegration. Finally, in the table
the J-curve is verified only under the direct parameters; YES means the presence
of J-curve and YES/NO means that there is a mixed result dependent on the
definition of J-curve.

Source: Own computations.
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Table H.2: CEC models for bilateral trade - part 2

Austria Belgium  France Germany Hungary
constant 0.0147 0.0082 0.0125 0.0129 -0.0014
(0.0072) (0.0145) (0.0126) (0.0032) (0.0154)
th(t-1) -0.0630  -0.7579  -0.7523  -0.4893  -0.6525
(0.1072) (0.1968) (0.2066) (0.0892)  (0.1733)
yi(t-1) 0.1120  -1.0576  -0.1846  -0.0488 1.8496
(0.3188) (0.9535) (0.4781) (0.0949) (0.9099)
yd(t-1) -0.0808  0.9096  0.4543 0.1824 -1.1322
(0.2570) (0.6616) (0.4177) (0.0824)  (0.6426)
rer(t-1) 0.0321 0.7515  -0.3543 0.1368 -0.1104
(0.1986) (0.4822) (0.4239) (0.0928) (0.3033)
irdf(t-1) 0.0265  -0.0428  0.0328 0.0144 0.0408
(0.0107) (0.0258) (0.0219) (0.0054) (0.0267)
A yf(t) -0.3962  -3.2821  2.3972 -1.1720 3.1634
(0.6621) (2.4217) (2.1968) (0.2817) (1.4352)
A yf(t-1) -1.1748  2.5397  0.4759 -0.5020  -4.6001
(0.6020) (2.2105) (2.0836) (0.3233) (1.6753)
A yd(t) 0.4992 1.4430  -0.8527 0.1223 0.1523
(0.4791) (1.0267) (0.8246) (0.2026) (1.1661)
A yd(t-1)  -0.0039 -0.1342 -0.3943  -0.6304 1.8138
(0.4190) (0.9289) (0.7555) (0.1969)  (0.9948)
A rer(t) -0.0897  -0.4330  0.0038 -0.0464 0.0082
(0.2209) (0.5340) (0.4106) (0.0950)  (0.2597)
Arer(t-1)  -0.2475 -0.7622  0.1997  -0.0613 0.0444
(0.2674) (0.6532) (0.4553) (0.1124)  (0.2430)
A irdf(t) 0.0767  -0.0313 -0.0246  -0.0210 0.1194
(0.0388) (0.0684) (0.0606) (0.0152)  (0.0750)
A irdf(t-1)  -0.0831  0.0222 0.0301 -0.0118  -0.1385
(0.0351) (0.0707) (0.0650) (0.0151) (0.0773)
A th(t-1) -0.5044  0.0806  -0.0886  -0.2058 0.0062
(0.1601) (0.1665) (0.1666) (0.1131)  (0.1573)

Note: Standard errors in parentheses.

Source: Own computations.
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Table H.3: CEC models for bilateral trade - part 3

Italy =~ The Netherlands Poland Slovakia

constant 0.0088 -0.0132 -0.0113  -0.0081
(0.0099) (0.0242) (0.0137)  (0.0099)

th(t-1) -0.6808 -0.2880 -0.4543  -0.5038
(0.1699) (0.1461) (0.1415)  (0.1224)

yi(t-1) -0.9325 0.6593 0.0917  -0.6945
(0.4645) (1.4542) (0.2202) (0.4514)

yd(t-1) 1.1676 -0.4353 0.0660  0.6064
(0.4362) (1.1684) (0.1595)  (0.3119)

rer(t-1) -0.2797 -0.2830 0.1163  0.1398
(0.2813) (0.7301) (0.0566) (0.1275)

irdf(t-1) 0.0003 0.0665 0.0151 0.0023
(0.0146) (0.0630) (0.0116) (0.0121)

A yf(t) 2.8571 6.7018 0.3069  0.2066
(1.2820) (4.5859) (1.0130) (0.4882)

A yf(t-1) 0.9603 -3.6203 0.2125 1.2155
(1.3324) (4.1368) (1.0225) (0.5258)

A yd(t) 1.2313 -1.4588 0.6145 0.1169
(0.6636) (1.8945) (0.4301) (0.5372)

A yd(t-1)  -0.2875 1.1211 -0.1800  -0.8978
(0.5862) (1.7659) (0.4228)  (0.5325)

A rer(t) -0.5317 1.1494 0.1669  0.4439
(0.3666) (0.7179) (0.0781) (0.1786)

A rer(t-1)  0.9589 -0.3680 -0.0504  -0.0614
(0.4346) (0.8831) (0.0731) (0.1735)

A irdf(t) 0.0094 0.1691 0.0270  0.0469
(0.0450) (0.1190) (0.0318) (0.0400)

A irdf(t-1)  0.0187 0.1792 -0.0473  0.0152
(0.0466) (0.1305) (0.0320) (0.0423)

A tb(t-1) -0.0314 -0.1571 0.2058  -0.0485
(0.1443) (0.1656) (0.1691) (0.1278)

Note: Standard errors in parentheses.

Source: Own computations.
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Table H.4: CEC models for bilateral trade - part 4

United Kingdom United States Russia China

constant 0.0144 -0.0011 0.0220 0.0666
(0.0214) (0.0266) (0.0322) (0.1370)

tb(t-1) -0.5237 -0.5851 -0.8511  -0.7833
(0.1787) (0.1572) (0.2094) (0.1783)

yi(t-1) 0.7903 -0.7944 1.4780  0.0450
(1.3360) (1.3425) (1.0119) (1.8993)

yd(t-1) -0.4952 0.6710 -1.5058  0.0359
(1.1598) (0.8897) (1.1785) (1.4178)

rer(t-1) -0.2625 0.3606 0.6287  0.4585
(0.3533) (0.2568) (0.7236) (0.4157)

irdf(t-1) 0.0089 -0.0524 0.0309  -0.0074
(0.0428) (0.0387) (0.0809) (0.0607)

A yf(t) 1.6615 -0.7881 1.3199  -0.0900
(2.1850) (3.3624) (1.6342) (3.6314)

A yf(t-1) -0.1397 2.5906 -0.1719  -1.8544
(1.9462) (3.6664) (1.9135) (3.8653)

A yd(t) -0.2732 0.4623 -2.7556  -0.4500
(1.3999) (1.7577) (2.1293) (2.5904)

A yd(t-1) -1.1294 1.9101 0.2822  -0.4179
(1.2810) (1.2883) (2.0052) (2.4588)

A rer(t) 0.6767 0.0618 -0.1565  -0.6022
(0.3133) (0.3016) (0.6205) (0.7149)

A rer(t-1) -0.4610 -0.5179 -0.3752  -0.5867
(0.4069) (0.3913) (0.6570) (0.7673)

A irdf(t) 0.0738 -0.1108 -0.1079  -0.1386
(0.1066) (0.1186) (0.1529) (0.1782)

A irdf(t-1) -0.1344 -0.2260 0.0528  -0.0935
(0.1099) (0.1108) (0.1473) (0.1692)

A th(t-1) -0.0991 -0.2606 0.3108  0.1333
(0.1488) (0.1339) (0.1803) (0.1491)

Note: Standard errors in parentheses.

Source: Own computations.
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Table I.1: CEC models for industry trade - part 1

SITC Cointeg. Short-run dynamics Long-run multipliers
class F  KED Areer(t) Areer(t-1) reer  yd yf irdf

00 276 YES -1.0176 21477  -2.31 549 -4.13  0.23
(1.8127)  (1.7687)

01 246 YES -0.0926  -2.8066  1.62 1.90 -1.83  -0.05
(1.1270)  (1.2126)
02 494 YES  1.5542 27102 481 -3.12 169  -0.04

(0.8228)  (1.0187)

03 310 YES -1.1273 06252  -1.60 221 -1.17  0.06
(0.6313)  (0.6944)

04 885 YES -0.3904 1.7923  -2.19 092 013  0.01
(0.7916)  (0.8599)

05 226 YES  0.4502 -0.8784 325 -438 343  -0.01
(0.4074)  (0.5209)
06 409 YES  0.0271 -0.3588 110 -0.78 0.72  -0.16

(1.6768)  (1.8741)

07 247 YES -0.1025 03914  -0.19 034 012  -0.04
(0.7932)  (0.8927)

08 357 YES -0.8267  -0.1971 241 -336 275 0.1
(1.0132)  (1.1476)

Note: Standard errors in parentheses. Value of F is calculated test statistic for the
Bounds test. KED test is evaluated at the 10 percent significance level. Some short-
run parameters are skipped for space saving.

Source: Own computations.
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Table 1.2: CEC models for industry trade - part 2

SITC Cointeg. Short-run dynamics Long-run multipliers

class F  KED Avreer(t) A reer(t-1) reer yd yf irdf

11 1.89  YES  0.3868 -1.1532 200 -0.79 040 0.08
(0.5394) (0.5897)

12 591 YES  -5.6798 -1.2005 -0.99 1.12 -0.29 -0.28
(3.5039) (3.8742)

21 3.83 YES  1.5829 0.6035 -13.67 17.84 -11.93 0.07

(1.0680)  (1.4028)
22 216 YES -0.1755  -3.9684  5.08 -7.57 559  0.06
(2.4924)  (2.7647)

23 3.07 YES -0.1230  -1.4459 289 179 -2.08 -0.01
(1.1639)  (1.3050)

24 379  YES  1.4241 11169  -1.70 215 -1.26  0.15
(0.9189)  (1.0668)

26 3.76  YES -1.0318 15961  -1.35 -0.34  1.09  0.01

(0.7578)  (0.8400)
27 6.37 YES  0.3179 0.8750 016  1.03  -0.62 -0.12
(0.6083)  (0.6572)

28 1145 YES  1.1034 1.0709 082 -4.01 3.75 -0.07
(1.4591)  (1.5964)

32 332 YES 16703  -1.1514 044 -041 045 -0.01
(1.5403)  (1.6834)

33 396 YES -0.8956  -0.3952  -0.10 283 -2.05 -0.15
(0.8983)  (0.9802)

34 236 YES  3.5548 27238  0.73 854 817 -0.17
(2.3757)  (2.2130)

35 095 NO 22132 1.5653 157 707 -6.68 0.03

(1.3590)  (1.4608)
41 307 YES  3.9628 0.7743 127 -9.00 822 0.7
(3.1042)  (3.3750)

42 398 YES  1.5041 -6.1419  19.68 -23.88 16.38 -0.40
(2.6820)  (2.8707)
43 179 YES -3.8328 0.1433 1.80  2.65 -2.47 -0.40

(4.2272)  (4.4976)

Note: Standard errors in parentheses. Value of F is calculated test statistic for the
Bounds test. KED test is evaluated at the 10 percent significance level. Some short-
run parameters are skipped for space saving.

Source: Own computations.
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Table 1.3: CEC models for industry trade - part 3

SITC Cointeg. Short-run dynamics Long-run multipliers

class F  KED Areer(t) A reer(t-1) reer yd yf irdf

51 3.99 YES 0.1315 -0.5787 1.28 -1.04 0.87 -0.07
(0.2945) (0.3090)

52 1.31 YES  -0.3555 -0.3109 0.54 -2.09 209 -0.01

(0.5864)  (0.6079)
53 243 YES -0.3560  -0.2232  0.38 -0.17 041 0.3
(0.5409)  (0.6208)

54 211 YES  1.5382 -1.0098 177 -231 1.97  0.05
(0.6939)  (0.7627)

55 383 YES -1.7256  -0.3811  -1.59 -0.24 0.99  0.04
(0.7040)  (0.7543)

56 3.77 YES  1.4472 1.9527  0.14 -3.40 3.37  -0.02

(0.8669)  (0.9080)
57 166 YES  -0.6446 10471 279 092 032 0.4
(0.5230)  (0.6619)

58 310 YES -09122  -0.6677 121 -1.84 169 -0.02
(0.3218)  (0.4123)
61 1.60 YES  0.0984 12658 623 -11.20 875  -0.06

(0.8921)  (0.9970)

62 509 YES  -0.8957 01851  -1.22 133 -0.58 0.07
(0.5924)  (0.6448)

63 330 YES  0.5449 0.8544 117 -0.69 057 -0.01
(0.3149)  (0.3522)

64 352 YES -0.3927  -0.0336 -0.30 -0.10 049  0.06
(0.3351)  (0.3456)

65 541 YES  0.2017 -0.6261  0.77 -0.90 0.91  -0.03
(0.2781)  (0.3418)
66 412 YES  0.1777 05399  1.08 -144 124  0.01

(0.4287)  (0.4875)
67 382 YES -0.7884 0.7971  -1.07 160 -0.82  0.02
(0.4474)  (0.4907)

68 321 YES  0.2504 0.1708  -1.18 4.78 -3.58  0.02
(0.5831)  (0.6295)
69 230 YES 0.0547  -0.3037 089 -0.55 053 0.0l

(0.2709)  (0.3563)

Note: Standard errors in parentheses. Value of F is calculated test statistic for the
Bounds test. KED test is evaluated at the 10 percent significance level. Some short-
run parameters are skipped for space saving.

Source: Own computations.
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Table I.4: CEC models for industry trade - part 4

SITC Cointeg. Short-run dynamics Long-run multipliers
class F  KED Avreer(t) Areer(t-1) reer  yd yf irdf

71 423 YES  -1.4129 04160  -2.40 1.50 -0.36  0.06
(0.5424)  (0.6537)

72 394 YES -0.3543 0.8069  -0.85 0.35 024  0.04
(0.4978)  (0.5681)

73 199 YES -0.2859  -0.6773  3.17 -5.82 467 -0.07
(0.8964)  (0.9974)

74 1.68 YES  -0.0817 01523  -0.71 -0.32 0.80  0.03
(0.2848)  (0.2995)

75 477 YES = -1.4870 09255  -6.80 8.12 -510 0.19
(0.8418)  (1.0649)

76 384 YES -0.3924  -04704 -1.55 120 -0.31  0.01
(0.9135)  (0.9915)

77 397 YES -02871  -0.0397 -041 051 -0.04  0.10
(0.3593)  (0.4013)

78 257 YES  0.3171 0.2953  3.06 -4.46 344  -0.09
(0.2976)  (0.3396)

79 711 YES -1.0313  -5.4931  0.70 1.21 -0.95 -0.08
(2.9222)  (3.1959)

81 215 YES -0.5913  -0.3983  -1.30 043 020  0.16
(0.4208)  (0.4112)

82 552 YES -0233  -0.3376 154 016 -0.31 -0.13
(0.3037)  (0.3666)

83 826 YES 0.2126 0.6921  0.17 4.06 -3.38  -0.03
(0.6268)  (0.6816)

84 260 YES 0.6516 0.0437  1.11 0.68 -0.65  0.02
(0.5456)  (0.6214)

85  3.04 YES  0.9030 04364 510 -2.13 080  -0.08
(0.4168)  (0.5372)

87 122 NO  0.4435 -0.1067  -3.48 10.57 -8.28  0.19

(0.4504) (0.4932)

88 2.34 YES 0.7494 0.6012 0.69 -1.67 1.61 0.17
(1.0993) (1.1850)

Note: Standard errors in parentheses. Value of F is calculated test statistic for the

Bounds test. KED test is evaluated at the 10 percent significance level. Some short-
run parameters are skipped for space saving.

Source: Own computations.
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J  Three most important trade classes

Figure J.1: Three most important trade classes - part 1
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Note: Figures present the three most important trade classes in bilateral trade of the
Czech Republic with a particular foreign partner. In every case the red line represents
the most important trade class for the trade with a country, the blue line represents the
second most-important class and the orange line the third most-important trade class.
Particularly, shares of the two-digit SITC trade classes on the total volume of
corresponding one-digit class are displayed; shares are averaged across the period
2000-2013. Horizontal line then depicts the second number of the two-digit SITC; the
first number is given by the color of the line.

Source: Czech Statistical Office; own computations.
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Note: Holds the same as for Figure J.1.

Figure J.2: Three most important trade classes - part 2
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Q Johansen cointegration test

for business investment

Table Q.1: Johansen cointegration test for business investment

Trace test

Number of cointegration Eigenvalue Test statistic Probability
vectors under HO

0 0.7826 157.59 0.0001

1 0.7159 110.28 0.0034

2 0.5555 71.27 0.0381

3 0.5184 46.14 0.0719

4 0.4092 23.48 0.2231

5 0.1997 717 0.5580

6 0.0085 0.27 0.6063

Maximum Eigenvalue test
Number of cointegration Eigenvalue Test statistic Probability
vectors under HO

0 0.7826 47.31 0.0382
1 0.7159 39.01 0.0657
2 0.5555 25.14 0.3758
3 0.5184 22.65 0.1888
4 0.4092 16.31 0.2070
5 0.1997 6.90 0.5005
6 0.0085 0.27 0.6063

Note: P-values are based on MacKinnon, Haug and Michelis (1999).

Source: Own computations.
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R Residuals of aggregate investment model

Figure R.1: Residuals of aggregate investment model
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T Distribution of shocks to investment

Figure T.1: Distribution of shocks to investment
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Source: Own computations.
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Investment variance decomposition

Figure U.1: Investment variance decomposition - part 1
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Source: Own computations.
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Figure U.2: Investment variance decomposition - part 2
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Source: Own computations.
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Figure U.3: Investment variance decomposition - part 3
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V Posterior distribution

of time-to-build coeflicients

Figure V.1: Posterior distribution of time-to-build coefficients
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Note: Posterior density has the blue color, prior density the black color. Posterior mean
is indicated by the green dashed line and prior mean by the red dashed line.

Source: Own computations.
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W Definition of industries
by the NACE classification

Table W.1: Definition of industries by the NACE classification - part 1

Industry

NACE classification

Agriculture
Automotive
Chemicals

Clothing
Construction
Electrical engineering
Energy

Food and beverages
Metallurgy and heavy engineering

Mining

Motor vehicle trade

NACE 01, NACE 02, NACE 03;
NACE 29;

NACE 17, NACE 19, NACE 20,
NACE 21, NACE 22, NACE 23;
NACE 13, NACE 14, NACE 15;
NACE 41, NACE 42, NACE 43;
NACE 26, NACE 27;

NACE 35, NACE 36, NACE 37,
NACE 38, NACE 39;

NACE 10, NACE 11, NACE 12;
NACE 24, NACE 25, NACE 28;
NACE 05, NACE 06, NACE 07,
NACE 08, NACE 09;

NACE 45;
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Table W.2: Definition of industries by the NACE classification - part 2

Industry NACE classification

Other manufacturing (n.s.e.) NACE 16, NACE 18, NACE 31,
NACE 32, NACE 33;

Other means of transport NACE 30;

Other services (n.s.e.) NACE 58, NACE 59, NACE 60,

NACE 62, NACE 63, NACE 68,
NACE 69, NACE 70, NACE 71,
NACE 72, NACE 73, NACE 74,
NACE 75, NACE 76, NACE 77,
NACE 78, NACE 79, NACE 80,
NACE 81, NACE 82, NACE 83,
NACE 84, NACE 85, NACE 86,
NACE 87, NACE 88, NACE 89,
NACE 90, NACE 91, NACE 92,
NACE 93, NACE 94, NACE 95,
NACE 96, NACE 97, NACE 98,

NACE 99;
Retail NACE 47;
Telecommunication NACE 61;
Tourism NACE 55, NACE 56;
Transportation NACE 49, NACE 50, NACE 51,
NACE 52, NACE 53;
Wholesale NACE 46

Note: The shorthand n.s.e. means not specified elsewhere.
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